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Abstract

Pluvial flooding in an urban environment can occur quite sudden. Therefore, flood early warning systems
with a short run time are desired. A method to reduce computational load is surrogate modelling.
Response surface surrogate models (Machine learning (ML) algorithms) are a second level abstraction
from reality. These algorithms do not emulate any internal component of the original simulation, but
try to find relations between the input variables and output. They are, once trained, extremely fast in
predicting the output from a given input. Therefore, the use of such ML algorithms as a flood early
warning system is studied.

Precipitation time series are used for the prediction of flooding by the ML algorithms. This is the only
input data used by the ML algorithms. Precipitation statistics are used for the construction of a synthetic
precipitation event data set, as there is not enough recorded data from historic flood events available
that can be used to train, test and validate the ML algorithms. Short term precipitation events with
durations of 4, 8 and 12 hours, 7 different patterns and 6 precipitation intensities are constructed. This
provides 126 different precipitation events.

Maximum flood volume and flood volume time series for all manholes in the area are obtained using a
sewer model. This is a validated 1D sewer model, built with Infoworks Integrated Catchment Modelling
(ICM). Topographic gradients of the surface are not included in the model. Runoff into the sewer system
is determined by the shortest flow path to the nearest inlet. To limit the complexity and size of the data
set, a case study area is chosen that is smaller than the whole municipality of Amersfoort. Therefore,
the area of Hooglanderveen is chosen. This area has a combined sewer system, which historically has
experienced frequent flooding.

The architecture of an Artificial neural network (ANN) makes it very suitable for the simulation of a
sewer system. The hidden layer and weights that connect nodes, can simulate the non-linear interactions
between manholes in a sewer network. Two ANN types are constructed and tested in the context of this
research. First, the Multi-layer perceptron (MLP) is constructed for both classification and regression.
With classification, flooding of manholes is classified for each precipitation event, predicting only if
flooding occurs at each manhole. With regression, the maximum flood volumes that occur at each
manhole is predicted for each precipitation event. Second, a Long short-term memory (LSTM) network
is constructed for the regression of flood volume time series. Here, flood volume time series are predicted
for all manholes in the studied area. The Python packages scikit-learn and Keras have been used for the
construction and training of the MLP and LSTM respectively.

For the MLP in classification and regression the characteristics used for construction of the synthetic
precipitation data set are used as input features (precipitation duration, intensity and pattern). The
LSTM makes use of the full precipitation time series. After construction, the MLP and LSTM hyper-
parameter configurations have been optimised using random search and Bayesian optimisation hyper-
parameter optimisation respectively. Using hyper-parameter optimisation, important hyper-parameters,
such as the size and number of hidden layers and learning rate are determined. For the training and
testing of the algorithms 80% of the synthetic data set is used.

To test the LSTM algorithm on a realistic precipitation data set, 5 historic flood events from the case
study area of Hooglanderveen are obtained. These are historic precipitation events that induced flooding,
as reported by inhabitants of the area. The historic data is also fed into the sewer model to obtain flood
volume time series for all manholes in the study area.

Validation of the ML algorithms is done using the validation data set, which is 20% of the synthetic data
set. The MLP classifier obtained an accuracy of 99.29%, classifying if flooding occurs at a manhole or
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not. The MLP regressor obtained a Mean absolute error (MAE) of 0.20 m3 and a R2 of 0.997, accurately
predicting maximum flood volumes for each manhole. The LSTM algorithm obtained a MAE of 0.06 m3

and R2 of 0.99. Furthermore, the predictive capability of the LSTM was evaluated with the Nash-Sutcliffe
efficiency (NSE), providing a mean NSE of 0.87 on the validation data set. Only the LSTM is evaluated
by the NSE, as it is the only ML algorithm that predicts flood volume time series. The LSTM, therefore,
has proven to have a high predictive capability of flood volume time series of a sewer system. The results
also show, that the LSTM is able to time the peak of the flood wave and the duration of inflow and
outflow in the sewer system.

Testing of the LSTM on the historic data provided a MAE of 0.19 m3, NSE of 0.61 and R2 of 0.99. The
evaluation metrics are generally lower, with the NSE, being substantially lower. Still, high performance
can be observed for the manholes that experienced large flood volumes.

From the validation on the synthetic validation data and testing on the historic data, two main observa-
tions of the LSTM were made. First, a tendency of underestimation of the peaks is observed. However,
this underestimation is only observed at high peak flood volumes. Therefore, this underestimation does
not reduce the predictive capability of the LSTM as a flood early warning system. Second, the LSTM
has a high sensitivity to small perturbations in the precipitation input time series, this is especially no-
ticeable with the historic data. However, when a manhole experiences frequent flooding due to extreme
precipitation events, the LSTM is less sensitive to small perturbations in the input precipitation data.
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1 Introduction

1.1 Background

Flood management is a vital part of combating climate change. Innovation in flood management is key in
adapting to a changing environment and climate. The consequences of inadequate flood management are
significant. Annual economic losses are up to tens of billions of US dollars with thousands of people killed
due to flooding globally (Hirabayashi et al., 2013). Flooding can have several different causes. First,
storm events can cause high water levels at sea and river dikes, causing flooding due to overtopping
or structural failure. Second, extreme precipitation events, of both short and long duration, can cause
flooding of areas. These extreme precipitation events can cause flooding locally or downstream of a
catchment due to raising of the water levels in a river (Szöllösi-Nagy and Zevenbergen, 2018).

The present research will focus on local flooding due to extreme precipitation. Specifically flooding in an
urban environment due to exceedance of the sewer capacity. Flooding in urban environments differs from
other areas as there is a large amount of impervious surface area. This negates infiltration and increases
the load on the sewer system. In e.g. a field, flooding due to extreme precipitation mostly occurs due
to prolonged precipitation. The precipitation will first infiltrate the soil, once the soil is saturated and
deep infiltration capacity is exceeded flooding will occur. Flooding in an urban environment is caused
by short extreme precipitation events where infiltration is negligible.

Human induced climate change has increased the frequency and intensity of extreme precipitation events
in the northern hemisphere (Min et al., 2011). Frequency of flooding due to these extreme precipitation
events will subsequently also increase if sewer systems are not improved. Flood early warning systems
can be used to predict flooding due to extreme precipitation if sewer systems are not capable to handle
these extreme precipitation event and provide lead-times for evacuation and preparation.

Flood early warning systems are widely used around the world to provide a prediction of the time
of flooding. The lead-time of the flood early warning systems varies greatly and is dependent on the
system that is observed. For a large river system like the Rhine, flooding from a dike breaching due to
precipitation in the Alps, can be predicted with a large lead-time. Generally the larger the lead-time the
larger the uncertainty in time of flooding, due to e.g. weather forecasts (Verkade and Werner, 2011).

Flooding due to extreme precipitation events in an urban area can occur within a few hours. Therefore,
a flood early warning system needs to be able to predict flooding almost instantaneously. The faster
the flooding can be predicted the larger the lead-time. Current physics based modelling approaches are
computationally expensive. These physics based models are highly detailed and can emulate a whole
sewer system in a city. However, this level of detail comes with a computational price. Therefore, other
approaches for flood prediction are studied (Ayazpour et al., 2019; Mounce et al., 2014; Li et al., 2011).

A method to reduce computational load is surrogate modelling. Surrogate modelling reduces the com-
putational cost while approximating the original simulation model. Surrogate models are a second level
abstraction from the original system. Response surface surrogate models, also called Machine learning
(ML) algorithms, are a type of surrogate model (Razavi et al., 2012). They do not emulate any internal
component of the original simulation model, but try to find relations between the input variables and
output. They are, once trained, extremely fast in predicting the output from a given input (Razavi
et al., 2012) and can subsequently do so on a continuous basis. This makes the use of ML algorithms
advantageous in flood early warning systems.
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The present research objective is to construct a ML algorithm that can predict urban flooding due to
extreme precipitation. The algorithm should be able to predict, using precipitation data, flooding of all
manholes in a specified area. The algorithm should therefore be able to model the non-linear interactions
between manholes. The amount of interactions depends on the complexity of the system. One street
with three manholes that are connected with piping will have a rather linear interaction, while a whole
sewer system will be more complicated and non-linear.

1.2 Research Questions

A main research question is proposed that encompasses the research objective. Sub-questions are com-
posed that aim to answer the main research question.

1.2.1 Main question

To what extent can machine learning algorithms be used to construct a location based flood early
warning system for pluvial flooding in an urban environment?

1.2.2 Sub-questions

1. How can synthetic data be used for the construction of machine learning algorithms?

• Extreme precipitation events that induce flooding are rare occurrences. Therefore, there are
not enough recorded historic events for the training, testing and validation of ML algorithms.
Synthetic data can be used to bridge this gap and provide enough data for training, testing
and validation.

2. What hyper-parameter configurations are best performing?

• With ML algorithms there are many ‘higher order’ parameters that need to be determined.
These parameters are not trained by the ML algorithms and are called hyper-parameters.
These hyper-parameters have no physical attributes and cannot be empirically determined.
Therefore, many combinations of hyper-parameters need to be tested to determine the optimal
configuration for the specific problem.

3. What is the performance of the algorithms and is this persistent when validated on historic data?

• Final performance of the algorithms will determine applicability for the prediction of pluvial
flooding in an urban environment. The ML algorithms are also tested on available historic
data. This can give an indication if the ML algorithms trained on synthetic data, could be
applied in a real world environment.

1.3 General research approach

A numerical sewer model is used to produce flood volume time series for each manhole in the studied
area. This sewer model uses synthetically constructed precipitation time series as input to produce the
flood volume time series output. This is done due to two main reasons. First, there are not enough
recorded historic precipitation events that induced flooding for the training, testing and validation of
ML algorithms. Rajaee et al. (2019) indicates that more than 100 samples are needed for this purpose.
Second, there is no sensor data available from manholes in the study area, that can provide flood volume
data.

It is important to note the levels of abstraction from reality present in this research. Fig. 1.1 shows
a schematised overview of these levels of abstraction from reality. First, we have the real world sewer
system, this is the basis for the numerical sewer model. This sewer model is a first level abstraction from
reality. The ML algorithm is then trained on data produced by the sewer model, making it a second
level abstraction from reality. Furthermore, synthetic precipitation data is used as input for the sewer
model, introducing another level of abstraction from reality. To test the ML algorithms in a real world
environment, historic data is used as input for the sewer model and trained ML algorithm. This shows if
the ML algorithm can accurately predict flood volume time series in a real world environment. However,
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Figure 1.1: Levels of abstraction from reality

as the ML algorithm is still trained, tested and validated on the results produced by the sewer model,
the predictive ability can only be as good or less as the sewer model it is trained on.

This thesis will first explore the sewer system used as a case study and its characteristics (chapter 2).
In this chapter we determine how flooding occurs in the sewer system due to extreme precipitation.
Second, the ML algorithms used are described and their mathematical formulations explained (chapter
3). Third, the methodology for the construction of the synthetic data set, use of the sewer model,
data pre-processing, development of the ML algorithms, hyper-parameter optimisation and acquisition
of historic data is explained (chapter 4). Fourth, the results of the algorithms and their performance is
detailed (chapter 5). Last, the research is discussed, concluded and several recommendations for further
research are made (chapter 6).

1.4 Case study area

Sewer model results from a specified area are used to train and validate the ML algorithms. For this pur-
pose, the residential area of Hooglanderveen in Amersfoort, the Netherlands is chosen. Hooglanderveen
is located to the northeast of Amersfoort, see Fig. 1.2. Hooglanderveen has a combined sewer system.
This region has been chosen instead of using the whole area of Amersfoort for two main reasons. First,
historically Hooglanderveen experiences frequent pluvial flooding. This makes it an interesting region
for research into flood early warning systems. Second, relatively large amount of model runs and sub-
sequently model results are needed to train a ML algorithm. Therefore, a smaller area has been chosen
to accommodate construction time of this data set by the sewer model and limit the size of the data
set. The whole area of Amersfoort has more than 2.3× 104 manholes. If an output is taken from each
manhole for each timestep the data set will become extremely large (30-60 GB), as indicated by Arcadis.
Although the region of Hooglanderveen is chosen as a case study, the methods researched should be
applicable to any residential area with a similar sewer system and topographical features.

1.5 Research affiliation

This research is part of the European SCOREWater project. The main goal of the project is to enhance
the resilience of cities against climate change and urbanisation. The project is a cooperation between the
municipalities of Barcelona, Amersfoort and Göteborg. In Amersfoort the project focus lies on pluvial
flood detection and prevention while reducing environmental impact. The research is in cooperation
with Hydrologic, the faculty Engineering Technology of the University of Twente, the municipality of
Amersfoort and Arcadis.
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Figure 1.2: Location of the case study area Hooglanderveen.



2 System

2.1 Sewer system

When we look at the sewer system as a whole, we can define two components, these are defined by
Szöllösi-Nagy and Zevenbergen (2018) as the major and minor system. In this chapter both will be
described. The major sewer system is composed of streets, inlets, ditches and surface water channels,
the system can be characterised as the surface system. The minor system is the subsurface system
composed of interconnected piping, manholes, overflows and pumps. An overview of the storm-water
flow through the major and minor systems of a combined sewer system is shown in Fig. 2.1.

Figure 2.1: An overview of the urban water system. This study will focus on the flooding of the combined sewer
system by precipitation from the atmosphere (Figure 5-1, (Szöllösi-Nagy and Zevenbergen, 2018)).

2.1.1 Major system

The major sewer system is composed of streets, inlets, ditches and surface water channels. The system
can be characterised as the surface system. Precipitation will fall onto components of the major system
after which it will flow into the minor system.

Precipitation will be transformed into water vapour, groundwater and storm-water runoff (Szöllösi-Nagy
and Zevenbergen, 2018). The storm-water runoff will enter the minor system. The percentage of precipi-
tation that will be transformed into storm-water runoff and enters the minor system is dependent on the
environment. Fig. 2.2 shows the distribution of precipitation transformation for different environments.
With pluvial flooding in an urban environment a runoff percentage of 30% − 55% is expected. For the
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major system all impervious surfaces (roofing and streets) are included in the model to calculate flow
into the inlets. The precipitation that falls on these impervious surfaces flows into the nearest inlet. The
precipitation events studied in the present research are all of very short duration with high intensity,
therefore, evaporation will be minimal.

Figure 2.2: Transformation of precipitation to water-vapour (evapotranspiration), groundwater (shallow infiltra-
tion and deep infiltration) and storm-water runoff (Figure 5-2, (Szöllösi-Nagy and Zevenbergen, 2018)).

2.1.2 Minor system

The minor system is the subsurface system composed of interconnected piping, manholes, overflows
and pumps (Szöllösi-Nagy and Zevenbergen, 2018). The minor system transports the domestic sewage,
industry wastewater and storm-water runoff to a treatment facility. In the sewer network manholes are
located wherever there is a change in gradient and/or alignment. Here the manholes can also branch the
sewer network.

Precipitation enters the minor system via inlets. A schematised connection of these inlets to the subsur-
face sewer piping is shown in Fig. 2.3. A water lock is situated between the inlet and the sewer. This
prevents unwanted odours from reaching the street level. This water lock also causes the system to be
closed.

After entering the minor system precipitation will flow through the sewer piping to a treatment facility.
Note that this only occurs if the system is a combined system where storm-water, domestic sewage and
industry wastewater are transported together. Pumps are situated at different locations in the sewer
network to limit the depth of the sewer network. They pump sewage from a lower lying sewer pipe to
a higher sewer pipe or surface water (Rioned, 2020). This is required for a gravity sewer system, where
transport of sewage is realised by gravity. Transport of sewage can also be done using pressure pumps,
which is commonly used in areas with largely varying topographical gradients.

To prevent flooding, another structure is added to the sewer network. This structure is called an overflow.
When the discharge in the sewer network exceeds a certain threshold the overflow will discharge sewage
onto surface water. This can prevent flooding from the manholes. However overflows have a maximum
capacity. If this capacity is exceeded the water level could keep rising, causing flooding at the service
level.
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Figure 2.3: Schematised connection of inlets to the sewer piping (Rioned, 2020). Note that the dwa (domestic
sewage) and hwa are seperated in this schematisation. The study area in the present reaseach has a combined
system, here the dwa and hwa are combined in the sewer system/pipe.

2.1.3 Pluvial flooding

Flooding due to extreme precipitation occurs when the hydraulic head in the piping of the minor system
exceeds the ground level of the manhole(s). This commonly occurs when the sewer system capacity
is exceeded due to an extreme precipitation volume. With exceedance of the minor system capacity,
capacity of one or several following components are exceeded:

• Combined pump discharge capacity

• Combined overflow discharge capacity

• Sewer storage capacity

• Sewer discharge capacity

Flooding occurs whenever and wherever the discharge capacity of the inlet into the minor system is
exceeded. This can have several causes. First, flooding can occur when precipitation intensity exceeds
the discharge capacity of the inlet. Water cannot enter the minor system and remains at the service
level. Second, discharge capacity may be lower between sewer piping due to e.g. clogging or smaller pipe
diameters, this can cause water to flow back onto the streets through the inlets or manholes. Third, a
combined gravity driven sewer system has a larger discharge capacity than the pump at the end of the
system. Therefore, a storage is designed in the minor system to accommodate this difference in capacity.
This storage in the Netherlands is equivalent to approximately 7 mm - 9 mm precipitation (Rioned, 2020).
When the storage capacity is exceeded and there is more water that enters the system, storm water will
exit via the overflows present in the system. If the capacity of the overflows is exceeded storm water will
flood the streets.



3 Machine learning algorithms

There are many machine learning algorithms that can be used for flood early warning systems. The choice
depends mainly on the input data and preferred output. The present research used Artificial neural
network (ANN) for the flood early warning system. The architecture of ANNs makes them very suited
for the simulation of networks such as a sewer network. As the ANN is a network of connected neurons
with weights, the ANN will, after training, model the non-linear interactions within a sewer network. The
ANN can therefore model spatial relations between manhole nodes that other ML algorithms cannot.

Two ANN types will be used. First, a Multi-layer perceptron (MLP) will be implemented which is the
most basic form of an ANN. Second, a Long short-term memory (LSTM) will be used to model temporal
relations. Both variants of the ANN will be further detailed in this chapter.

3.1 Artificial neural network (ANN)

The ANN is the most commonly used ML algorithm. There are many variants that all work on the same
basis. Dawson and Wilby (2001) provides an explanation of how such a network works. An artificial
neural network is composed of three or more layers. An input layer with all the input variables, a hidden
layer with neurons, and a transfer function for each neuron and an output layer with a neuron for each
output and an activation function. An overview of such a network is shown in Fig. 3.1. This is the basis
for each ANN type and is also called a MLP. Within the hidden layer a number of neurons are modelled.
All neurons are connected to each input and output. If there is more than one hidden layer the neurons
are also connected to each neuron in the other hidden layer. The input data passes from the left (input
layer), through the hidden layers to the output layer. This is also called a Feedforward neural network
(FNN).

Figure 3.1: An overview of an artificial neural network (Figure 2, (Dawson and Wilby, 2001)).

The activation value of a neuron comes from the weighted sum of the input variables. This value is then
used in the transfer function to determine the output of the neuron. Fig. 3.2 shows the activation of
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a single neuron. Here ui is the real-valued input from the input layer or a previous hidden layer, wij

the weights from each input connected to neuron (j) and f(Sj) the output of the neuron. The function
for the output is then f(Sj) = f(

∑n
i=0 wijui) (Dawson and Wilby, 2001), with f being the transfer

function1. Several transfer functions can be used. An example, the sigmoidal function can be seen in
Fig. 3.2 and is detailed in Eq. 3.1

f(x) =
1

1 + exp−x
(3.1)

Figure 3.2: Activation of a single neuron (Figure 1, (Dawson and Wilby, 2001)).

The activation function(s) in the last layer (output layer) gives the output from the neurons in the
previous layer. As mentioned before, all neurons in the layer before the output layer are connected to
the output activation function(s). The output activation function can give a real-valued or classification
output. In the case of a real-valued output of a continuous function the output activation function is a
linear function (Moreno et al., 2011; Dawson and Wilby, 2001). For a classification output, the activation
is a softmax function detailed in Eq. 3.2 (Goodfellow et al., 2016). The soft-max function is used to
normalise the output of an ANN to a probability distribution between classes. In this equation, x is the
vector of the summed input for each output neuron in the output layer.

softmax(x)i =
expxi∑n
j=1 expxj

(3.2)

Training of the ANN is done using a loss function and adjusting the weights in the neural network
using e.g. back-propagation. The loss function quantifies the difference between the actual values and
predictions made by the ANN. There are, as with the activation function, several loss functions to choose
from. The choice is somewhat subjective, with a few loss functions that are designed for specific cases
and algorithms. It is recommended to analyse performance of several loss functions.

A commonly used loss function for regression is the Mean absolute error (MAE) (Dawson and Wilby,
2001). There are more loss functions for regression that can be used such as the Mean squared relative
error (MSRE), the Mean squared error (MSE), Coefficient of efficiency (CE) and Coefficient of determi-
nation (R2). Dawson and Wilby (2001) mentions that the MSE provides a good measure for high river
flows and the MSRE provides a more balanced estimate of the fit at moderate river flows. The CE and
R2 are useful for comparisons between studies as they are not dependent on the scale of the data.

In the present research, the MAE is used as the loss function for the regression algorithms as it has
shown better performance, in training of the ML algorithms, than the MSE and MSRE in initial testing.
The equation for the MAE is detailed in Eq. 3.3.

MAE =
1

n

n∑
i=1

|yi − ŷi| (3.3)

where;

1In some literature, this is also called the activation function, to avoid confusion with the output activation function it
is here called the transfer function.
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MAE = the observed loss

yi = the predicted value

ŷi = the actual value

n = the number of predictions

For the classification algorithm, the cross-entropy loss function is used, see Eq. 3.4. Another com-
monly used loss function is the accuracy. The cross-entropy loss function estimates the loss in predicted
probabilities instead of the discrete outputs.

L = − log Pr(y|p) = −(y log(p) + (1− y) log(1− p)) (3.4)

where;

L = the cross-entropy loss or log loss

y = the true label y ∈ {0, 1}

p = the probability estimate Pr(y = 1)

Backpropagation (BP) is the most commonly used technique to train an ANN. BP uses gradient-descent
to adjust the weights of the network. The weights of the ANN are adjusted proportional to the partial
derivative of the loss function with respect to the weights. This is done in each training iteration. Figure
3.3 shows how the gradient-descent is used to get the local minimum of a function (Goodfellow et al.,
2016). BP propagates this change back throughout the network using the chain rule. This derivative is
multiplied by a so-called learning rate, it defined the step size taken in gradient descent. The learning
rate prevents overshooting and slow convergence in finding the local minimum (Goodfellow et al., 2016).
When using large learning rates it is possible a positive feedback loop occurs, here large weights induce
large gradient and so on. This causes overshooting and weights moving towards infinity. Therefore,
the learning rate needs to be optimised to find one that provides fast convergence, but does not cause
overshooting.

Figure 3.3: Illustration of how gradient-descent finds the local minimum of a function (Figure 4-2, (Goodfellow
et al., 2016)).

3.2 Recurrent neural network (RNN)

In a recurrent neural network, the outputs of the hidden layer are stored for use in the next pass of
data through the network. This gives the network a ‘short term memory’. RNNs are especially useful
in representing time relationships in a time series (Moreno et al., 2011). After each forward pass, the
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outputs of the neurons are stored in a so-called ‘context layer’. In the next run through the network,
values stored in the context layer are fed back into the network. Figure 3.4 provides a conceptual overview
of a Recurrent neural network (RNN). The time delay and frequency that the context layer is fed back
into the model can be changed. The main limitation of this simple recurrent neural network is the
limited long term memory. Information is not stored for more than one timestep. Therefore, other RNN
architectures have been researched, with the main two architectures used being the LSTM (Hochreiter
and Schmidhuber, 1997) and Gated recurrent unit (GRU) (Cho et al., 2014).

Figure 3.4: Layout of a recurrent neural network (Figure 3D, (Moreno et al., 2011)).

3.2.1 Long short-term memory (LSTM) and Gated recurrent unit (GRU)

An excellent explanation of the LSTM and GRU networks is given by Christopher Olah (2015), which
will be summarised here. For further detail see Hochreiter and Schmidhuber (1997) and Cho et al. (2014).
The LSTM cell tackles the issue that a simple RNN network cannot model long term dependencies. It
cannot store information for later use. The LSTM cell uses the cell state to store information. This cell
state is updated with the input (xt) and previous output (ht−1). Fig. 3.5 provides an overview of the
data flow through an LSTM cell. Updates to the cell state are controlled by gates in the cell. The gates
are a combination of a transfer function (yellow block) and pointwise operation (red circle). There are
three gates present in the LSTM. First, the cell state is updated by the ‘forget gate’ (ft), multiplying
the cell state by the sigmoid transfer function of the input. As this sigmoid transfer function outputs a
range of [0,1], this is called the ‘forget gate’. Second, information is added to the cell state, this is called
the ‘input gate’. Here a sigmoid and tanh transfer functions of the input are multiplied and the result is
added to the cell state. Last, the output is determined with the ‘output gate’. Here a sigmoid transfer
function of the input is multiplied by the cell state processed with a tanh function, determining the
output (ht). Note that there are weights between the input xt, hidden state ht−1 and transfer functions
which are updated during the training process.

The GRU cell proposed by Cho et al. (2014) is essentially a simplified LSTM cell. Combining the forget
and input gate into a single ‘update gate’. The cell state and hidden state are also combined, into just
the hidden state. Due to its reduced complexity and the algorithm having less gates to train, training
time is reduced compared to the LSTM cell. Fig. 3.6 provides an overview of the data flow through a
GRU cell.
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Figure 3.5: Illustration of a LSTM cell (Christopher Olah, 2015). The yellow blocks indicate transfer functions.
The red circles indicate pointwise operations. xt is the input, ht and ht−1 the output of the current and previous
timestep respectively and Ct and Ct−1 the cell state for the current and previous timestep respectively. ft, it, C̃t,
and ot are the mathematical formulations of the transfer function using the input, weights, transfer function and
bias.

Figure 3.6: Illustration of a GRU cell (Christopher Olah, 2015). The yellow blocks indicate transfer functions.
The red circles indicate pointwise operations. xt is the input, ht and ht−1 the output of the current and previous
timestep respectively which is also the hidden state of the cell. rt, zt and h̃t are the mathematical formulations
of the transfer function using the input, weights, transfer function and bias.



4 Methodology

The methodology used in each major step shown in Fig. 4.1 will be detailed in this chapter. First a
synthetic precipitation data set is constructed using precipitation statistics. Then, this data set is used
as input for a numerical sewer model and the model results are analysed. After the input and output
data sets are obtained, three distinct ML algorithms are constructed. First, a MLP is constructed that
classifies if flooding occurs at each manhole given a precipitation event. Note that only the precipitation
features used for construction of the precipitation time series are used here. Second, a MLP is constructed
that predicts maximum flood volumes at each manhole, using the same precipitation event features as
the classifier. Last, an LSTM algorithm is constructed which is able to predict flood volume time series
for all manholes in the area, given a precipitation time series. The hyper-parameter configurations of
all three ML is optimised using random search and Bayesian optimisation. After construction, hyper-
parameter optimisation and training the ML algorithms are validated using the validation data set to
determine final performance of the algorithms. Furthermore, the LSTM is tested on historic extreme
precipitation events that caused flooding in the study area. Only the LSTM is tested on the historic data
as it was would be very cumbersome to extract the precipitation features used by the MLP algorithms
from the historic data. Furthermore, extraction of precipitation features from flood volume time series
introduces another layer of abstraction, which is undesired.

4.1 Extreme precipitation time series

4.1.1 Precipitation statistics

The Stichting Toegepast Onderzoek Waterbeheer (STOWA) is the central knowledge centre for water
related research in the Netherlands. The STOWA has a yearly publication that is used as reference for
precipitation events in the Netherlands. The latest publication from STOWA by Beersma et al. (2019),
details the precipitation statistics and patterns for long and short term events. Due to the inherent early
warning system that is proposed in the present research, the short term events are studied. Beersma et al.
(2019) recommend precipitation durations of 4, 8 and 12 hours for short term events. The precipitation
intensity curves are detailed by Beersma et al. (2019). Fig. 4.2 shows the curves for a return period
of 2 to 1× 103 years. The minimum and maximum precipitation intensity for these return periods and
durations is 28 mm and 139 mm respectively.
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Figure 4.1: Flow chart showing the steps taken in the present research. Where the first step, is the construction of
the synthetic data set and the last steps, ML algorithm validation on the synthetic data and testing of the LSTM
on historic data.
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Figure 4.2: Precipitation intensity curves, the dashed black lines indicate maximum and minimum for the 4, 8
and 12 hour durations.
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Precipitation patterns

Beersma et al. (2019) provide precipitation patterns for short term events. They indicate that these
patterns are sufficient for the testing of quick-reacting systems such as sewer systems. A slow-reacting
system is e.g. a farm field, which has a high infiltration and storage capacity, making it only susceptible
to flooding from long term precipitation events. Beersma et al. (2019) provide seven distinct precipitation
patterns:

1. Uniform: General uniform shape with minor changes between timesteps.

2. 1 peak - 12.5%: Pattern with one peak that has 12.5% of the total discharge in the peak.

3. 1 peak - 37.5%: Pattern with one peak that has 37.5% of the total discharge in the peak.

4. 1 peak - 62.5%: Pattern with one peak that has 62.5% of the total discharge in the peak.

5. 1 peak - 87.5%: Pattern with one peak that has 87.5% of the total discharge in the peak.

6. 2 peaks - short distance: Pattern with two peaks that has a small temporal distance between the
two peaks.

7. 2 peaks - large distance: Pattern with two peaks that has a large temporal distance between the
two peaks.

The patterns all provide a fraction of the total precipitation per hour. Tab. B.1, B.2 and B.3 (appendix.
B) provide the used patterns for the different durations. All 7 precipitation patterns, for a duration of
8 hours, are shown in Fig. 4.3.
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Figure 4.3: All 7 precipitation patterns for a duration of 8 hours, with (a) Uniform, (b) 1 peak - 12.5%, (c) 1
peak - 37.5%, (d) 1 peak - 62.5%, 1 peak - 87.5%, (e) 2 peaks - short and (f) 2 peaks - long. The x-axis represents
the time in hours and the y-axis the fraction of total mm precipitation.

4.1.2 Generation of time series and combinations

For the construction of the synthetic precipitation data set, the three features provided by the precipi-
tation statistics are used (precipitation intensity, precipitation pattern and precipitation duration). For
this purpose, combinations are made between the features to generate unique precipitation events. The
range of precipitation intensity is divided into 6 values with a minimum and maximum of 30 and 105 mm
respectively. The minimum value is taken as the rounded minimum value given by the precipitation
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intensity curves. To reduce the distance between the 6 values for the precipitation intensity, a lower
maximum value is chosen, of 105 mm. In initial sewer model runs we found that the difference in output
between 100 mm and 139 mm is minimal in complexity, only the volume that floods the street increases.
Therefore, a lower maximum is chosen to create more values in the lower end of the range.

Constraints in provided model runs by external parties limits the amount of precipitation events that
can be used as input. With 6 precipitation intensity values, the total amount of combinations is:

combinations = Pintensities ∗ Ppatterns ∗ Pduration = 126

where;

Pevents = 6, the amount of precipitation intensities

Ppatterns = 7, the amount of precipitation patterns

Pduration = 3, the amount of durations studied

All possible values of each precipitation feature are shown in Tab. 4.1.

Pintensities Ppatterns Pduration

30 mm Uniform 4 hr
45 mm 1 peak - 12.5% 8 hr
60 mm 1 peak - 37.5% 12 hr
75 mm 1 peak - 62.5%
90 mm 1 peak - 87.5%
105 mm 2 peaks - short

2 peaks - long

Table 4.1: All possible values for each precipitation event feature.

The majority of papers reviewed by Rajaee et al. (2019) use a data set size of 100 to 200 samples to train
the ANNs. The 126 precipitation events should therefore be sufficient for training, testing and validation
of the ANNs.

These precipitation events are used as input for the sewer model. The subsequent model results in
combination with the input are used to train the ML algorithms. For the MLP, the three precipitation
event features (precipitation intensity, precipitation pattern and precipitation duration) are used as
features for the prediction of maximum flood volumes and flood classification (Tab. 4.3 shows how these
features are used as input).

Interpolation of precipitation patterns

The precipitation patterns provided by Beersma et al. (2019) have a timestep of one hour. These
patterns are interpolated to make precipitation time series with a timestep of one minute. This is done
to accommodate the model which uses a timestep of one minute. A linear interpolation is chosen for
a more realistic precipitation event. Furthermore, to facilitate the operationality of such a flood early
warning system, the input time series is made to mimic a conventional precipitation forecast. For short
term precipitation forecasts, a timestep of 5 minutes is used, as indicated by expert opinion from a
meteorologist at Weather Impact. Therefore, the input time series will be a cascading precipitation
pattern with a timestep of 1 minute which changes its value after every 5 minutes. This cascading
pattern aggregates the linearly interpolated data to 5 minutes and produces a mean for each window.

Interpolation of an example precipitation pattern given in Fig. 4.3 is shown in Fig. 4.4.

Due to interpolation, the total precipitation is between 0−2% lower than the given value. This is caused
by losses in the interpolation process.
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Figure 4.4: Example interpolation of a 8 hour precipitation pattern with a peak of 37.5% of the total precipitation.

4.2 Numerical sewer model

The numerical sewer model used to obtain inundation results is a validated model built with Infoworks
Integrated Catchment Modelling (ICM). The sewer model is capable of physics based 1D and 2D hydraulic
simulations, with all relevant sewer properties and structures included in the sewer model. The sewer
model used is a 1D model of the minor system. The sewer model only looks at the area of the major
system and the shortest flow path to the nearest inlet. No topographic gradients are included in the
sewer model. Henonin et al. (2013) further details the modelling of such a 1D model. The model uses the
Shallow water equations (SWE), also known as the depth integrated Navier-Stokes equations, to solve
1D flow in the minor system.

Fig. 4.5 provides an overview of the sewer piping levels and important structures included in the model,
see appendix A for further detail. It can be seen that the sewer piping has a slope from the south-east
to north-west. The general direction of the sewer flow will follow the same direction as this is a gravity
based sewer system.

There are several clusters of structures that can be determined from the structures overview. In the
northwest of the area the largest cluster of overflows and pumps is located. This is the downstream area
of the Hooglanderveen sewer system. The pump with the highest capacity is also located here. The
pump has a capacity of 111 m3/hr. In the south-west of the area two overflows and an upstream pump
is located. The overflows here transport sewer water to the surface water located nearby. The remaining
pumps in the area are used to accommodate flow towards the north-west and south-west of the area.

The output flood volume time series are obtained from the sewer model, using the synthetic precipitation
events as input. The input extreme precipitation events are synthetically constructed and thus are
independent of each other. Therefore, the sewer model is reset to its initial conditions for each synthetic
precipitation event. The model results are provided as flood volume time series per manhole. To obtain
further insight into the sewer model, the sewer model results are analysed. Here we look at the spatial
correlation between manholes and conduct a sensitivity analysis of the precipitation features.

4.2.1 Modelling of flood volumes

Flow through a pipe in the sewer network can be approximated by the shallow water equations for 1D
flow. These are implemented in the Infoworks ICM sewer model. To determine flood volumes at each
manhole location Eq. 4.1 is used. If the hydraulic head (H) exceeds the manhole cover level (h) sewage
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Figure 4.5: Important structures in the area and the level of sewer piping. The plus and minus signs indicate
downstream and upstream nodes respectively.

will flood the street. The volume is calculated with the surface area (A) of the bounding box. Fig.
4.6 shows a schematised figure of this bounding box. In a 1D-hydrodynamic flow model, water that
floods from the manhole is contained in this box and cannot flow along topographic gradients. Recent
developments add a 2D terrain to the sewer model, allowing for surface water runoff and interaction
between the sewer system and surface level flow paths. This 2D approach is not used in the context of
this research.

Figure 4.6: Visualisation of the bounding box on top of a manhole that holds the storm water surcharge (Fig. 2
(Henonin et al., 2013)).

The hydraulic head is computed using Eq. 4.2. Fig. 4.7 shows a schematised figure with parameters
used in Eq. 4.1. Note that the reference level is set at the manhole cover level to provide negative flood
volumes if the hydraulic head is below the level of the manhole cover. Therefore, in this case the ground
level of the manhole cover is 0 m. The negative flood volume indicates the available storage at each
manhole.
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Vflood = (H − h) ·A (4.1)

where;

Vflood = flood volume [m3]

H = hydraulic head [m]

h = ground level of the manhole cover [m]

A = surface area of the bounding box [m2]

H =
p

ρg
+
u2

2g
+ z (4.2)

where;

H = hydraulic head [m]

p = fluid pressure [Pa]

ρ = density of the fluid [kg/m3]

g = gravity acceleration [m/s2]

u = fluid velocity [m/s]

z = fluid elevation above a reference level [m]

Figure 4.7: Schematised alignment of a street with manholes and an underground sewer pipe. The red lines
represent manholes on the street alignment. The blue line is the sewage pipe, with the blue dashed line the
equilibrium water level. The black dashed line is the ground level and schematised street alignment.

4.2.2 Spatial correlogram

The flood volumes at each manhole are expected to have a large spatial correlation, because manholes
in a street close to each other will have equivalent flood volume time series. To inspect this property,
flood volume model results of a 105 mm precipitation event with 87% of the total volume in the peak
are taken. Distances between all manholes are calculated. This gives 52.9× 103 total combinations
of manholes with subsequent distances. The correlation between the flood volume time-series of each
combination is determined and plotted against the distance in Fig. 4.8. The values are binned and shown
as box plots.

We can see a high mean spatial correlation at 0 m to 50 m inter-location distance of approximately 0.97.
The spatial correlation decreases as the inter-location distance increases. From 600 m inter-location
distance, the mean correlation increases significantly. The distance is becoming large here with few
samples. Therefore, no conclusions can be made from this increase in correlation. The spatial correlogram
supports the hypothesis that there is a strong spatial correlation in flood time-series. Note that the inter-
location distance is measured as the crow flies, while the true distance in the sewer network might be
larger. This could influence the spatial correlation results, decreasing correlation for low inter-location
distances.
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Figure 4.8: Spatial correlogram of flood volumes at manholes for a precipitation event of 105mm with 87.5% of
the total volume in the peak. Values have been binned per 50m inter-location distance. A box plot has been used
to show the spread of data for each bin. The green line represents the mean correlation, the edges of the box
represent the 25th and 75th percentile and the black lines the maximum and minimum.

To further support this conclusion the spatial correlogram is plotted for four different precipitation events,
see Fig. 4.9. It can be seen that the correlation in all four precipitation events decreases as the distance
between manholes increases, with a near identical pattern as shown in Fig. 4.8.

4.2.3 Sensitivity analysis

For the MLP algorithm, the precipitation events are characterised by three features: precipitation du-
ration, pattern and intensity. Rajaee et al. (2019) advises further analysis of input features before use,
this is needed to determine if each feature is important for the predicted output. This can be done using
a sensitivity analysis. If a feature has a low effect on the output, this feature can be eliminated from the
input features used for the MLPs.

Fig. 4.10a, 4.10b and 4.10c show the spread of data for the precipitation duration, pattern and intensity
respectively. The spread of the mean maximum flood volume for all locations is plotted with a boxplot.
This is done for each value the features can take, as they are not continuous.

The sensitivity analysis shows that all three features influence the output flood volumes substantially.
The precipitation intensity and duration provide a linear increase and decrease in the spread of data
respectively as the value of the feature increases. Note that the total precipitation remains constant as
the precipitation duration increases. The same total precipitation in mm will fall during a larger time
span. We can see that the spread and mean (green line) of the data increase with the precipitation
intensity. The sensitivity analysis for the precipitation pattern shows similar results for the change in
peak precipitation intensity for precipitation patterns with 1 peak, with a linear increase in the spread
and mean maximum flood volume. The 2 peak and uniform precipitation patterns both have a low
spread of data. Concluding all three features have proven important for use in the MLP algorithms.

4.3 Data pre-processing

Before the synthetic precipitation data can be used in the ML algorithms, the input features need to
be processed by normalisation and one-hot encoding. Data pre-processing of the output data is not
required.
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Figure 4.9: Spatial correlogram for 4 different precipitation events, with a = 4 hours with 1 peak of 87.5% and
100mm total precipitation, b = 8 hours with 1 peak of 37.5% and 60mm total precipitation, c = 12 hours with 2
peaks with a long intermission and 90mm total precipitation, d = 12 hours with 1 peak of 62% and 75mm. Note
values have been binned per 50m inter-location distance. The amount of samples used in each bin is equivalent
to Fig. 4.8.

4.3.1 Normalisation

It has been proven that ANNs work best on data that is normalised (Dawson and Wilby, 2001). Therefore,
it is important to process the data before training the ANN on it. The main component of data processing
is normalisation of the data. With different ranges of values for each feature, the ANN tends to favour
features that can have larger values (Dawson and Wilby, 2001). It is recommended to normalise the data
to a [0, 1] interval. Normalisation is done using Eq. 4.3. Note that normalisation can only be applied to
ordinal variables, which have a natural numerical relationship. For example the precipitation intensity
feature has a natural numerical relationship.

x′i =
xi − xmin

xmax − xmin
(4.3)

where;

x′i is the normalised value (i = 1...n)

xmax the maximum value of the feature

xmin the minimum value of the feature

4.3.2 One-hot encoding

Compared to numerically discrete features, categorical features should be prepared differently. With cat-
egorical features, the values do not have a relation to each other. In the present research, the categorical
feature is the precipitation pattern detailed in paragraph 4.1.1. With this feature, pattern seven is not
seven times larger than pattern one, because they are not numerically related. Therefore, we cannot use
a single feature to describe these patterns. In ML, a commonly used technique to tackle this is called
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Figure 4.10: Box plots showing spread of data for (a) the precipitation duration, (b) pattern and (c) intensity.
The mean of maximum flood volumes is taken over all manhole locations for each precipitation event. Negative
values indicate storage left in the sewer system at a specific manhole. The samples used for each boxplot are in
figures a, b and c are 42, 18 and 21 respectively.
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one-hot encoding (Jason Brownlee, 2020). With one-hot encoding a feature is split into n features for
all values the feature can take, where each feature can take a value of 0 or 1. For precipitation patterns,
this one feature is split into seven features. The value is 1 if the specific pattern is present and 0 if not
present.

Tab. 4.2 shows several examples of events before they are normalised and one-hot encoded. In Tab.
4.3, the normalisation is done for the duration and precipitation feature. Furthermore, one-hot encoding
is applied to the precipitation pattern feature. From initial trial training and validation runs with the
MLP algorithm, one-hot encoding improved results for classification and regression.

Event Duration [hr] Precipitation [mm] Pattern [-]
1 4 105 1
2 8 30 3
3 4 75 5
4 12 105 2
5 4 45 7

Table 4.2: Example of precipitation event features before normalisation and one-hot encoding.

Event Duration [hr] Precipitation [mm] Pattern [-] 1 2 3 4 5 6 7
1 0 1 1 0 0 0 0 0 0
2 0.5 0 0 0 1 0 0 0 0
3 0 0.6 0 0 0 0 1 0 0
4 1 1 0 1 0 0 0 0 0
5 0 0.2 0 0 0 0 0 0 1

Table 4.3: Example of precipitation event features after normalisation and one-hot encoding.

4.4 Flow and transformation of data

The full flow and transformation of data for the MLP and RNN (LSTM) can be seen in Fig. 4.11 and
4.12 respectively. The data is split into training, test and validation data sets according to the average
of studies studied by Rajaee et al. (2019). They found that 60%, 18% and 22% of the total data was
used for training, testing and validation respectively. In the present study, a split of 60%, 20% and 20%
is used for simplification. The training set will be used to train the ML algorithms. The test set is used
to test the ML algorithms and calibrate hyper-parameters. The validation set is only used to evaluate
the ML algorithm final performance.

For the prediction of maximum flood volumes and flood classification with the MLP, the three features
used for construction of the flood volume time series are used (precipitation intensity, precipitation
duration and precipitation pattern) after normalisation and one-hot encoding. For the RNN (LSTM),
the input precipitation time series are used after normalisation (see chapter 4.3.1). The input and output
of the MLP algorithm has a 2D dimension. For the RNN (LSTM) algorithm the input and output are
shaped into 3D matrices. The first, second and third dimension are the samples, time steps and features
respectively.

4.5 Construction of the machine learning algorithms

The construction of the MLP and RNN algorithms is done using Python with the packages scikit-learn
and Keras. Scikit-learn is used for the construction of the MLP regressor and classifier. Keras is used
for the construction of the LSTM network. Values for the hyper-parameters are determined using hyper-
parameter optimisation.
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Figure 4.11: Flow and transformation of data for training and validation of the MLP classifier and regressor.
Maximum flood volumes are labelled ‘no flood’ or ‘flood’ (0 or 1) only for the classification MLP.

4.5.1 Scikit-learn (MLP)

For the classifier and regressor, the functions MLPClassifier1 and MLPRegressor2 from scikit-learn are
used. Both functions have the same parameters. However, as the former outputs a class and the latter
a real-valued flood volume, the algorithms use different activation and loss functions. The activation
functions used are detailed in chapter 3, these are the softmax and linear function for the MLPclassifier
and MLPregressor respectively. The loss function for the MLPClassifier and MLPRegressor are the
cross-entropy and MAE respectively. The script in Listing C.1 shows a basic setup of an MLPRegressor.
The hidden layer sizes defines the number of hidden layers and neurons in each hidden layer.

4.5.2 Keras RNN (LSTM)

Keras uses a different framework than scikit-learn and does not use a single Python function for the
construction of a model. With Keras we create a ‘sequential’ model. This means that we create a
sequence of layers that the data passes through. This sequential model works like any ANN where
weights connect the input feature to transfer functions which then passes the data to the next layer via
weights and so on. The script in Listing C.2 shows an example of an LSTM sequential model built in
Keras.

The LSTM layer is added as the first layer in the network. Note that the input shape specifies the time
steps and features of the input. No transfer function is specified for the LSTM layer. This is done due
to time constraints in the hyper-parameter optimisation. To use the Graphics processing unit (GPU)
for training of the LSTM, a specified set of hyper-parameters need to be used, else the GPU will not be
used and only the Central processing unit (CPU) is utilised. In initial testing of the training process, the
training time with the CPU on a large LSTM layer (> 500 units) could be up to 80 min. With hyper-

1see: https://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPClassifier.html
2see: https://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPRegressor.html

https://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPRegressor.html
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Figure 4.12: Flow and transformation of data for training and validation of the LSTM regressor. Note that data
is reshaped into a three dimensional matrix as required by Keras.

parameter optimisation, a model needs to be ran many times to find the best set of hyper-parameters.
Therefore, this GPU optimised LSTM layer3 setup is used. The transfer functions used in the GPU
optimised LSTM layer are the tanh and sigmoid functions. This is equivalent to the layout of the LSTM
with transfer functions shown in Fig. 3.5.

The third layer is a standard hidden layer with a transfer function, a so called ‘Dense’ layer in Keras. As
this is the last layer in the sequential model the transfer function is the output activation function. The
units in the last layer need to be equal to the output dimension of targets. There are 230 manholes in
the study area, therefore, the last layer in the sequential model needs 230 units. The activation function
of the last layer is a linear function.

The sequential model is compiled with the MAE loss function. The model is fit to the train/test data
set. The Keras model can define a test split (called the validation split in keras), therefore the train and
test data sets are combined. A test split of 0.25 is set to obtain a division of 0.6 and 0.2 for the train
and test data sets respectively. The number of epochs is set to 5× 102, which defines the number of
training iterations. The batch size is set to 10, this defines the amount of samples that are processed
simultaneously.

4.6 Hyper-parameter optimisation

Optimisation of hyper-parameters can be done in several ways. The main three used approaches are grid
search, random search and Bayesian optimisation. A study by Bergstra and Bengio (2012) has shown
that random search is more efficient and better at finding the optimum hyper-parameter configuration
than manual search and grid search. Therefore, in the present research only random search and Bayesian
optimisation is applied. Random search is applied for the optimisation of the MLP classifier and regressor
and Bayesian optimisation is applied for the RNN (LSTM) regressor. Bayesian optimisation was not
applied for the MLP due to limitations in scikit-learn with Bayesian optimisation. Here, it was not
possible to input a range of possibilities for the number of hidden layers and neurons in each hidden
layer. Therefore, random search has been chosen for the MLP algorithms.

3see: https://keras.io/api/layers/recurrent_layers/lstm/

https://keras.io/api/layers/recurrent_layers/lstm/
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4.6.1 Random search

Grid search and random search differ only in the sampling technique used. With grid search, each sample
on a pre-defined hyper-parameter space is evaluated. With random search, a pseudo-random sample of
hyper-parameter values is evaluated for a defined amount of iterations. Therefore, the grid spacing in
the hyper-parameter space can be set significantly smaller than for grid search. The dimensionality
and size of the hyper-parameter space can become quite large, making it impossible to evaluate each
combination of hyper-parameters with grid search due to time constraints. Fig. 4.13 shows how, using
random search, performance for the important hyper-parameter is better determined. It is easier to find
high performance of the algorithm on the important hyper-parameter value using random search. To find
the highest performance with grid search in Fig. 4.13, the grid should be refined to a smaller interval.
However, with the same number of samples, the random search did approximate the hyper-parameter
value with the highest performance better.

Figure 4.13: Comparison between grid and random search in finding the optimal hyper-parameter configuration.
Note that random search is better at sampling the important hyper-parameter. This is caused by the removal of
grid spacing limitations.

The full setup for the optimisation of hyper-parameters using random search for the MLP classifier and
regressor is detailed in Listing D.1. The scoring is changed to a negative loss function for the regressor.
For optimisation the objective measure needs to be maximised, therefore the MAE is made negative.

For the hidden layer and number neurons hyper-parameters a list of possibilities is created. Each value
in the list defines the number of hidden layers and neurons in each hidden layer. A maximum of 10
hidden layers is defined, with a maximum of 500 neurons for each layer. Note that there is no variation
in the number of neurons between the hidden layers. This is done to limit the size of the hyper-parameter
space.

All possible activation functions and learning rate types are included in the hyper-parameter space. The
learning rate types define if the learning rate remains constant or changes over the training iterations.
The initial learning rate has a minimum of 1× 10−4 and a maximum of 0.1 with a step size of 1× 10−4.
The total amount of possible combinations is approximately 6× 107 and the number of iterations ran
is 1× 105. A cross validation split of 5 is chosen to test each hyper-parameter configuration five times,
increasing the total amount of iterations to 5× 105.

4.6.2 Bayesian optimisation

Bayesian optimisation is a more extensive technique, where Bayesian techniques are used to determine
probabilities of a set of hyper parameters being better than previously tested sets. In other words, it
finds the probability of a score given a set of hyper-parameters. The probability function built is also
called the surrogate function or model (Dewancker et al., 2015). This surrogate is easier to optimise than
the underlying objective function. The Bayesian methods thus find the next set of hyper-parameters to
test on the objective function from the surrogate. The surrogate is then updated from the results and a
new sample set is chosen. This continues until the maximum number of iterations is reached.
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Bayesian optimisation is applied for the optimisation of the LSTM. The Python package ‘keras-tuner’
is used. This package works different from the optimisation in scikit-learn. With the keras-tuner the
sequential model is built with Keras and a range of hyper-parameters is given where needed. The full
setup for the Bayesian optimisation with the keras-tuner can be seen in Listing D.2.

The range of LSTM neurons has a minimum of 30 and a maximum of 1200, with a step size of 1. The
dropout rate has a minimum value of 0.0 and a maximum of 0.2, with a step size of 0.05. The neurons
in the last layer are set to a fixed 230 as this is the output layer of the network. The learning rate has
a minimum value of 1× 10−4 and a maximum of 0.01, with a step size of 1× 10−4. The learning rate
maximum is set significantly lower than the MLP network of 0.1. When the range was set higher than
0.01 the optimisation crashed, as values were going to infinity. Therefore, the maximum of the learning
rate range is kept at 0.01. The total amount of combinations is 4.68× 105. Due to time constraints the
maximum iterations for the Bayesian optimisation is set to only 100.

4.7 Validation

Final algorithm performance is determined using the validation data set (20% of the data). Several
performance indicators are used for the different ML algorithms. The performance of the MLP classifier
is evaluated by the accuracy, calculating the percentage of all classes that are correctly predicted. The
performance of the MLP regressor is evaluated with the MAE and R2. The performance of the LSTM
regressor is also determined by the MAE and R2. However, since the LSTM regressor outputs flood
volume time series, the Nash-Sutcliffe efficiency (NSE) is also used to determine the predictive ability
of the algorithm. The NSE proposed by (Nash and Sutcliffe, 1970), is a commonly used measure of the
predictive ability of hydrological models. The NSE is determined using the ‘hydroeval’ Python package
by Hallouin (2019). For some precipitation events, nodes in the north of the area had NSE approaching
negative infinity. Therefore, the bounded version of the NSE, proposed by Mathevet et al. (2006), is
applied. NSE values are now bounded to the interval [−1, 1].

4.8 Historic data

For further testing of the LSTM, radar precipitation data from historic extreme precipitation events is
obtained. A list of 6 flood events in Hooglanderveen has been provided by the municipality of Amersfoort.
Note that the flooding is reported by inhabitants. Flooding can also occur at other locations in the area
that has not been reported. As the LSTM is tested on sewer model results the location of the reported
flooding does not matter. It is important to note that using the historic data removes one abstraction
from reality; the synthetically constructed precipitation data.

The historic precipitation time series are shown in Fig. 4.14. The precipitation time series has been
obtained from precipitation radar data provided by Hydrologic. The time series start one day prior to
the date reported as there can be a delay between flooding and reporting. All events except event 1 and
4 show large peaks in precipitation up to 106 mm/hr. This is higher than the peak precipitation from
the synthetic precipitation time series, which have a maximum precipitation of 88 mm/hr. Events 1 and
4 have relatively lower precipitation peaks of 16 mm/hr and 5 mm/hr respectively. Flooding at these
dates could be caused by e.g. blockage of the inlets by leaves.
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Figure 4.14: Precipitation time series for historic flood events in Hooglanderveen. All time series start one day
prior to the reported flooding as there can be a delay in reporting. This can be seen with event 2 and 3.



5 Results

5.1 Machine learning algorithm validation

5.1.1 Multi-layer perceptron classification

After optimisation with random search, an accuracy of 99.29% is achieved on the validation data set.
The confusion matrix can be seen in Tab. 5.1. The algorithm had a run time of 1 ms on the validation
data set. The hyper-parameters determined using random search, are detailed in Tab. 5.2.

predicted no flood predicted flood
actual no flood 4592 16
actual flood 25 1117

Table 5.1: Confusion matrix of the validation data set for the classifier, with hyper-parameters optimised using
random search.

Hyper-parameter Value

Hidden layers 5
Neurons in each hidden layer 152
Initial learning rate 0.0027
Learning rate type adaptive
Activation function relu

Metric Value

Accuracy 99.29%

Table 5.2: Hyper-parameter and evaluation values of the MLP classifier after random search optimisation.

5.1.2 Multi-layer perceptron regression

The random search-optimised MLP regressor reached a MAE of 0.20 m3 on the validation data set. The
hyper-parameters determined using random search, are detailed in Tab. 5.3. The run time of the MLP
regressor for evaluation of the validation data set is 0.79 ms. A scatter plot of the predicted and actual
results can be seen in Fig. 5.1. Note that negative values are not plotted. Negative values indicate
storage left in the sewer system at a specific node. These values are not important for a flood early
warning system. Predicted flood volumes follow the actual flood volumes well. The R2 = 0.997 which is
very high, showing that the MLP regressor can accurately predict maximum flood volumes for all nodes.
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Hyper-parameter Value

Hidden layers 3
Neurons in each hidden layer 366
Initial learning rate 0.0038
Learning rate type constant
Activation function relu

Metric Value

MAE 0.20 m3

R2 0.997

Table 5.3: Hyper-parameter and evaluation values of the MLP regressor after random search optimisation.

Figure 5.1: Scatter plot of random search optimised MLP regressor evaluated on the validation data set (R2 =
0.997). Negative flood volumes are not plotted, as these are not of importance for a flood early warning system.

5.1.3 Recurrent neural network (LSTM) regression

The LSTM after optimisation using Bayesian optimisation, has a MAE on the validation data set of
0.0621 m3. The run time of the LSTM algorithm on the validation data set (25 samples) was 1.89 s. The
hyper-parameters determined using Bayesian optimisation, are shown in Tab. 5.4.

Hyper-parameter Value

LSTM units 636
Learning rate 0.01
Dropout 0.00

Metric Value

MAE 0.06 m3

NSE 0.87
R2 0.99

Table 5.4: Hyper-parameter and evaluation values of the LSTM sequential model after Bayesian optimisation.
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The NSE of the Bayesian optimised LSTM can be seen in Tab. 5.4. This is the mean NSE of all nodes
and time series. Fig. 5.2 shows the fraction of nodes that have a higher NSE than the value on the
x-axis. NSE values are very high for the majority of nodes in the studied area. With few nodes providing
low NSE values.
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Figure 5.2: Fraction of nodes, for the LSTM regressor prediction on the validation input precipitation data set,
with a greater NSE than the value on the x-axis.

Looking at a node with a high NSE value, a good fit can be seen, see Fig. 5.3. This node is located in
the centre of the area. In this area flooding occurs at most nodes. The LSTM algorithm underestimates
the peak flood volume slightly. This can be seen in many nodes that have a large peak flood volume. A
scatter plot of the predicted values set against the actual values, shows this tendency of underestimating,
see Fig. 5.4.

0 20 40 60 80 100
Time [5 min]

0

20

40

60

80

100

120

Fl
oo

d 
vo

lu
m
e 
[m

3]

Predicted
Actual

0

5

10

15

20

25

30

35

40

Pr
ec
ip
ita

ito
n 
in
te
ns
ity

 [m
m
/h
r]

Precipitation

Figure 5.3: Flood volume time series, for the LSTM network validated on synthetic data, at a node in the centre
of the area (node 110072, NSE = 0.94).
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Figure 5.4: Scatter plot of the predicted and actual flood volumes for the LSTM regressor (R2 = 0.99). Negative
flood volume are not plotted, as they are not of importance for a flood early warning system.

To further investigate the location of the NSE values, a map with the values for each node in the studied
area is made, see Fig. 5.5. It can be seen that the nodes with a very low negative NSE (dark blue
nodes) value are clustered together. It is unclear why a low goodness-of-fit is observed in this street. Fig.
5.6 shows a flood volume time series of a node in this cluster. For these nodes constant negative flood
volumes are observed in the sewer model results. The predicted flood volumes from the sewer model stay
negative and constant, no flooding occurs here in the validation data set. This behaviour is observed for
all nodes in the street. Therefore, this area is not of importance for the flood early warning system and
the negative NSE values can be neglected.



5.1 Machine learning algorithm validation 43

Figure 5.5: NSE values for each node in the case study area (mean NSE = 0.87). NSE values have been calculated
with the predicted flood volume time series by the LSTM and sewer model. The NSE is calculated for each time
series and a mean is taken for the nodes.
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Figure 5.6: Flood volume time series for the LSTM network validated on synthetic data, at node 110197 (NSE
= −0.58). This is one of the dark blue dots, in the north of the area, in Fig. 5.5.

Lower NSE values can also be seen in the north-west and south-west of the area in Fig. 5.5. These are
both locations where a pump is located. Therefore, flooding rarely occurs here and flood volumes are
in the negative. It could be that the LSTM algorithm has a hard time modelling the activation of the
pump and therefore the flood volumes are harder to predict close to pumps.

Furthermore, low NSE values are observed in the south-east of the area. Nodes in this area do exhibit
flooding, but less frequent and with less flood volumes than other nodes. Therefore, it seems that the
LSTM algorithm cannot predict peak flood volumes well. Fig. 5.7 shows two flood volume time series
of one of the nodes in this area. Flooding is observed, but much lower than the nodes in the centre of
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the area, also the form of the flood volume time series is more complex. This difference in complexity
can clearly be seen compared with Fig. 5.3 and could be the cause of the decrease in NSE values.
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Figure 5.7: Two flood volume time series, for the LSTM network validated on synthetic data, at a node in the
south-east of the area (node 110104, NSE = 0.82).

As mentioned before, it is important to note that nodes that show a low goodness-of-fit do not flood in
the the validation data set. This behaviour is confirmed with a map of the NSE values, only for nodes
that experience flooding (nodes that have a maximum flood volume larger than 0), see Fig. 5.8. The
mean NSE for the nodes that experience flooding is also higher, with a NSE of 0.92. Only 38% of the
nodes in the studied area experienced flooding on the validation data set.
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Figure 5.8: NSE values for each node in the case study area that experiences flooding from the validation data set
(mean NSE = 0.92). NSE values have been calculated with the predicted flood volume time series by the LSTM
algorithm and sewer model. The NSE is calculated for each time series and a mean is taken for the nodes. Dark
grey nodes indicate locations where no flooding occurs.

5.2 Testing of the LSTM on historic data

To further test the LSTM algorithm, historic precipitation events that caused flooding in the area have
been identified (see chapter 4.8 for more detail on the historic data). The precipitation events have been
fed into the sewer model and LSTM algorithm and subsequent results are obtained. Historic events 1
and 4 (see Fig. 4.14), do not cause any flooding in the area. This is persistent in both the predicted
values from the LSTM and the sewer model results. The sewer model is therefore unable to model the
cause of flooding during these events. Both events have very low precipitation values and nodes remain
mostly at their (negative) flood volume storage values. Therefore, further NSE values are all calculated
without these two events. However, for the calculation of the MAE all events are included.

The MAE and NSE values can be seen in Tab. 5.5. Fig. 5.2 shows the fraction of nodes that have a
higher NSE than the value on the x-axis. It can be seen that in general the LSTM has a lower goodness-
of-fit when predicting flooding from historic precipitation data. This is expected, as the historic data
has very different precipitation patterns than the LSTM is trained on.

Metric Value

MAE 0.19 m3

NSE 0.61
R2 0.99

Table 5.5: Goodness-of-fit evaluation for the LSTM algorithm tested on historic data. For the calculation of the
mean NSE value, historic events 1 and 4 are excluded. These do not cause any flooding in the sewer model results
and are therefore, not important for the evaluation of a flood early warning system.

The NSE values for each node is shown in Fig. 5.10. A larger range of values can be seen, compared
to the validation of the LSTM. Nodes that show frequent flooding and have high flood volume peaks,
have the highest NSE values. These nodes are located in the centre of the area. Low NSE values can
be observed in the same areas where the LSTM algorithm also had relatively low performance on the
synthetic validation data set.

The LSTM algorithm has generally worse NSE values when tested on the historic data set. There are



5.2 Testing of the LSTM on historic data 46

−1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00
NSE [-]

0.0

0.2

0.4

0.6

0.8

1.0

fra
ct

io
n 

of
 n

od
es

 [-
]

Figure 5.9: Fraction of nodes, for the LSTM regressor prediction on the historic input precipitation data set, with
a greater NSE than the value on the x-axis.

Figure 5.10: NSE values for each node in the case study area of the historic precipitation event prediction (mean
NSE = 0.61). Note that the dark grey nodes represent values that are large negative values values.

two main differences between the historic precipitation and synthetic precipitation time series. First,
the historic data precipitation peaks are larger and confined in a smaller time span, compared to the
synthetic training data set. Second, the historic data has many small fluctuations in the precipitation
data.

The in general lower performance of the LSTM on the historic data shows, that the trained algorithm
performs best when large and smooth precipitation intensities are given as input and the output is also
a large flood volume time series, matching the precipitation patterns from the training data set. Small
perturbations in the input causes large fluctuations in the predictions, which can be seen in Fig. 5.11.
Looking at a node with large flood volumes, it can be seen that the LSTM algorithm, even on historic
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data, can predict the size and duration of the flood volume well, see Fig. 5.12. When looking at the
scatter plot of the predicted and actual values a larger spread can be seen, see Fig. 5.13. The tendency
to underestimate high flood volumes is still present and has increased. Fig. 5.14 shows a map of the NSE
values for the nodes that experience flooding. The mean NSE increases for the nodes that experience
flooding to 0.66, compared to all the nodes. Only 24% of the nodes experience flooding from the historic
precipitation events. For the nodes that experience flooding the NSE values are still high, only the
nodes in the south east of the area show a large decrease in goodness-of-fit. In this area the peak of the
flood waves is underestimated greatly. This underestimation can be seen in Fig. 5.15. Aside from the
underestimation, the timing of the peak with the inflow and outflow is predicted well.
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Figure 5.11: Flood volume time series, for the LSTM network validated on historic data, at a node in the south
of the area (node D1128V , NSE = 0.73).
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Figure 5.12: Flood volume time series, for the LSTM network validated on historic data, at a node in the centre
of the area (node 110050, NSE = 0.96).
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Figure 5.13: Scatter plot of the predicted and actual flood volumes taken from the historic data evaluation (R2 =
0.99). Negative flood volumes are not plotted, as they are not of importance for a flood early warning system.

Figure 5.14: NSE values for each node in the case study area that experiences flooding from the historic data set
(mean NSE = 0.66). NSE values have been calculated with the predicted flood volume time series by the LSTM
algorithm and sewer model. The NSE is calculated for each time series and a mean is taken for the nodes. Dark
grey nodes indicate locations where no flooding occurs.
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Figure 5.15: Flood volume time series, for the LSTM network validated on historic data, at a node in the south
east of the area (node 110104, NSE = −0.5).



6 Discussion, conclusion & recom-
mendations

6.1 Discussion

All three ML algorithms achieved high evaluation scores. However, the real world applicability of the
MLP algorithms has shown to be low. As the MLP algorithms are trained on the precipitation features
defined using precipitation statistics from Beersma et al. (2019), they also require these features to be
present in the historic data. Due to the inherent more fluctuating and irregular nature of real precipitation
data, these features would be hard to obtain. This makes it cumbersome to use the MLP algorithm, as
configured in this study, as a flood early warning system. Furthermore, extraction of the precipitation
features would introduce another layer of abstraction, which is undesired. Adjusting the precipitation
statistics and subsequent precipitation features to more realistic extreme precipitation events observed,
could increase the viability of the MLP algorithms as a flood early warning system.

The use of synthetic precipitation data for the training, testing and validation of the ML algorithms
proved useful and easy to use. A large drawback of using ML algorithms is the amount of data that
is required to train, test and validate the ML algorithm. In this study synthetic extreme precipitation
events were constructed using precipitation statistics. This data was used to obtain flood volume time
series from a sewer model for all manholes in a specified area. After training the LSTM on the synthetic
data, the algorithm performed well in predicting flooding from historic precipitation data. Interestingly
we can see that the LSTM has learned the behaviour of the manholes reacting to a range of synthetic
precipitation events with different intensities, patterns and durations. Then when tested on historic
data, that had much larger precipitation peaks which occurred in a smaller time span, the LSTM could
predict flood volumes accurately for most manholes in the area.

The LSTM algorithm, capable of predicting flood volume time series for each manhole in the studied area
has shown high performance, even when tested on historic data. The LSTM is therefore, applicable for
use as a flood early warning system. However, two drawbacks were observed. Firstly, peak flood volumes
of large peaks were underestimated slightly for the validation on synthetic data. This underestimation
increased when tested on historic data. It is unknown what the cause is of this underestimation. One
probable cause is the loss function used when training the LSTM network. In the present study the
MAE loss function was used. This loss function takes the mean absolute error over the whole time series
to determine the loss. No special attention is given to the peak flood volumes in this loss function. This
could be the cause of the underestimation. By using a loss function that weighs the loss at high flood
volume values more, underestimation of peaks could be reduced. Secondly, from the results it can be seen
that the LSTM algorithm is more sensitive to small fluctuations in the input precipitation than the sewer
model. When the LSTM was tested on historic data, this sensitivity was more apparent. The sensitivity
to small fluctuations in the input can have several causes. Firstly, the inherent architecture of a ANN
and LSTM, causes the algorithm to always respond to the input. As the input precipitation is translated
to an output flood volume via weights, the flood volume fluctuates heavily with small fluctuations in
the input precipitation. This behaviour is not present in the sewer model data the LSTM is trained on.
Secondly, the synthetic data the LSTM is trained on has very smooth precipitation patterns, with no
noise is present in the input. The noise that is present in the historic data is therefore unfamiliar for the
trained LSTM. Smoothing the historic input precipitation data eliminating noise or training the LSTM
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on precipitation data with noise present, could eliminate this drawback.

The use of the LSTM as a flood early warning system looks promising. In this study a relatively small
area was chosen to test the applicability of ML algorithms as a flood early warning system. This could be
expanded to a whole city like Amersfoort, where the algorithm predicts flood volume time series for each
manhole. However, there are several complications that come with expansion of the area observed by
the algorithm. Firstly, training times will increase significantly as weights between each manhole need to
be trained. Training of the LSTM for the case study area, already had large training times (≈ 30 min).
Training a network for the whole city could take years, making it unfeasible. Secondly, the network uses
a uniform precipitation input, where no spatial variation is present in the input. Therefore, non-uniform
precipitation cannot be used as input for the ML algorithms. This assumption is acceptable for the size
of the area chosen, which is approximately 1 km2, but would yield unrealistic results when upscaled to
larger areas. Therefore, an approach should be chosen that takes into account the spatial variation in
precipitation. Two possible options are the constructing of multiple ML algorithms for areas of a city or
constructing ML algorithms for each manhole.

6.2 Conclusion

The goal of this research was to construct ML algorithms that can predict location-based flooding due
to extreme precipitation in an urban environment. We can conclude that the behaviour of the existing
numerical sewer model and its characteristics has been successfully reproduced by the ML algorithms.
Both in classification and regression, the MLP and LSTM algorithms are able to predict flooding and
flood volumes with high accuracy, with an accuracy of 98.29% for the MLP classifier and MAE values of
0.20 m3 and 0.06 m3 for the MLP and LSTM regressor respectively. In addition to the MLP, the LSTM
predicts the temporal aspects of the flood wave; the duration of the flood wave and subsequent emptying
accurately. Especially locations with frequent flooding show high NSE values. However, note that the
ML algorithms are only as good in predicting flooding, as the sewer model it is trained on.

Hyper-parameter configurations for the MLP classifier and regressor and LSTM regressor have been
determined using random search and Bayesian optimisation. Interestingly the number of neurons in the
hidden layers increased with algorithm complexity. Here, 152, 366 and 636 neurons were determined
best performing for the MLP classifier, MLP regressor and LSTM respectively. The optimised MLP
classifier has less neurons per layer than there are manholes in the study area. This indicates a strong
correlation between manholes, i.e. their flooding behaviour is more or less identical. The learning rate
was determined significantly lower for the MLP classifier and regressor than the LSTM. For the LSTM
the learning rate was even set at the maximum of the given range. Increasing the range maximum
further, caused the optimisation to crash. Therefore, the maximum was maintained at 0.01. Once again
an increasing value for the hyper-parameter can be seen with increasing complexity. Here, a learning rate
of 0.0027, 0.0038 and 0.01 were determined best performing for the MLP classifier, MLP regressor and
LSTM respectively. We can conclude that the hyper-parameter configurations determined are sufficient
and have shown high evaluation scores.

The precipitation feature used as input, provided enough information for the ML algorithms to predict
the output flood volumes. Extraction of features (precipitation intensity, duration and pattern), provided
enough variation and information for the MLP algorithms to train and predict flooding and maximum
flood volumes. However, the features used to create the synthetic data set are directly present in the
historic data, and would have to be derived. Therefore, the MLP classifier and regressor, as configured
in this study, are harder to use with actual precipitation forecasts than the LSTM regressor.

Testing of the LSTM on historic data, shows that the LSTM can accurately predict flooding for historic
precipitation events. These precipitation patterns, found in historic events, are different from the syn-
thetic data. Here, the precipitation is confined to a very short interval, where precipitation with a high
intensity falls. In the synthetic data, the pattern has a more gradual increase in precipitation intensity
before the peak. Interestingly, the LSTM still was able to predict peak flood volumes and durations
accurately. When testing the LSTM on the historic data, we essentially removed one level of abstraction
from reality; the synthetically constructed precipitation data. Still, the LSTM that was trained on the
synthetic data was able to predict flood volume time series from the historic precipitation data. The
LSTM is therefore, able to learn the inherent behaviour of the sewer model from the synthetic precipita-
tion data and sewer model results. Note however, that the LSTM is till a second level abstraction from



reality as it is trained on sewer model data.

6.3 Recommendations

From the three ML algorithms the LSTM has proven to be the best performing and robust algorithm.
For further use and research of the LSTM as a flood early warning system, several recommendations are
made:

• One vs Many In initial testing of the LSTM network, a network was evaluated with only a single
location. This one manhole LSTM network showed good performance. Therefore, we recommend
further research in the use of many algorithms all trained for individual locations, as opposed to
one algorithm for multiple locations. The use of one algorithm for each manhole also makes it
possible to use a non-uniform precipitation forecast, as opposed to the uniform forecast used in
the present research. The non-linear interactions in the sewer network could be present in the
output sewer model data of each individual manhole. These non-linear interactions are already
simulated in the sewer model. Creation of a ML algorithm for the whole area could, therefore, be
unnecessary. Furthermore, one could use different ML regression algorithms, that are not ANNs,
for this purpose.

• Underestimation The LSTM underestimates flood volumes slightly for many precipitation events.
The cause of this underestimation is unknown. It could be caused by the MAE loss function
used. Further research into the use of different loss functions and its effect on underestimation or
overestimation is recommended. Recommended is the use of a loss function that weights losses at
peak flood volumes higher than at low flood volumes.

• Sequential model setup The amount of hidden layers, of the LSTM, was kept relatively small
compared to the MLP, this was done to reduce the hyper-parameter space for hyper-parameter
optimisation. Further research is recommended in the setup of e.g. multiple LSTM layers and
added hidden layers in the sequential model. These could also be interchanged where a hidden
layer is set between two LSTM layers. Algorithm performance might be improved using a more
complex sequential model setup.

• Flood early warning system The LSTM has shown good performance on the historic data
set, confirming that the LSTM can be used as a flood early warning system. It is recommended,
however, to further research the implementation and operationalisation of such an LSTM as a flood
early warning system. Here, several aspects should be considered. Firstly, due to the fast run time,
a stochastic input can be used to determine a range and chance of flood volumes. Secondly, the
LSTM needs to be further evaluated with precipitation forecasts that are less extreme than the
historic events but still induce flooding. The inherent properties of the trained LSTM to react
heavily to small fluctuations, could hinder its performance when such precipitation events are
considered.

• Extreme precipitation events The historic extreme precipitation events are defined by precip-
itation that falls during very short time periods. The statistics provided by Beersma et al. (2019)
are essentially longer precipitation events scaled down to 4, 8 and 12 hour periods. Therefore,
we recommend the inclusion of shorter (< 4 hr) extreme precipitation events in the precipitation
statistics used by Beersma et al. (2019) and in the training data for the ML algorithms.

• Sewer systems The present research case study area sewer system is a combined system, with very
slight topographic gradients. Further research into the application of the LSTM on other systems,
e.g. a separated sewer system, or e.g. a region with different topography, will provide further
insight into the general applicability of the LSTM for flood prediction in an urban environment.
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A Sewer model overview

A.1 Sewer piping & structures
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A.2 Ground level
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A.3 Node ID
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B Precipitation Patterns

Type/Hour 1 2 3 4
Uniform 0.21 0.29 0.24 0.26
1 peak - 12.5% 0.16 0.41 0.28 0.15
1 peak - 37.5% 0.14 0.52 0.28 0.06
1 peak - 62.5% 0.09 0.62 0.26 0.03
1 peak - 87.5% 0.01 0.87 0.12 0.00
2 peaks - short distance 0.42 0.12 0.40 0.06
2 peaks - large distance 0.43 0.05 0.03 0.49

Table B.1: 4 hour precipitation patterns as a fraction of total precipitation [-] (Beersma et al., 2019)

Type/Hour 1 2 3 4 5 6 7 8
Uniform 0.13 0.11 0.12 0.16 0.14 0.11 0.09 0.14
1 peak - 12.5% 0.06 0.08 0.17 0.26 0.20 0.09 0.10 0.04
1 peak - 37.5% 0.03 0.07 0.16 0.38 0.22 0.10 0.03 0.02
1 peak - 62.5% 0.01 0.03 0.12 0.54 0.22 0.05 0.03 0.00
1 peak - 87.5% 0.00 0.00 0.01 0.79 0.18 0.02 0.00 0.00
2 peaks - short distance 0.01 0.32 0.16 0.03 0.12 0.26 0.09 0.01
2 peaks - large distance 0.42 0.05 0.03 0.01 0.02 0.14 0.27 0.06

Table B.2: 8 hour precipitation patterns as a fraction of total precipitation [-] (Beersma et al., 2019)

Type/Hour 1 2 3 4 5 6 7 8 9 10 11 12
Uniform 0.08 0.07 0.09 0.05 0.09 0.14 0.12 0.08 0.07 0.06 0.07 0.08
1 peak - 12.5% 0.03 0.04 0.02 0.06 0.13 0.27 0.16 0.08 0.07 0.05 0.05 0.04
1 peak - 37.5% 0.02 0.03 0.05 0.04 0.15 0.35 0.18 0.07 0.04 0.03 0.03 0.01
1 peak - 62.5% 0.00 0.00 0.02 0.05 0.11 0.47 0.21 0.07 0.04 0.02 0.01 0.00
1 peak - 87.5% 0.00 0.00 0.00 0.02 0.05 0.73 0.15 0.04 0.01 0.00 0.00 0.00
2 peaks - short distance 0.01 0.01 0.06 0.28 0.12 0.06 0.04 0.12 0.20 0.05 0.03 0.02
2 peaks - large distance 0.03 0.27 0.16 0.02 0.02 0.01 0.01 0.01 0.02 0.15 0.25 0.05

Table B.3: 12 hour precipitation patterns as a fraction of total precipitation [-] (Beersma et al., 2019)
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C Machine learning algorithm setup

Listing C.1: Scikit-learn MLP regressor algorithm setup

1 reg = MLPRegressor (
2 h i d d e n l a y e r s i z e s =[100 ,100 ,100 ,100 ] ,
3 l e a r n i n g r a t e =‘ constant ’ ,
4 l e a r n i n g r a t e i n i t =0.01 ,
5 a c t i v a t i o n =‘ l o g i s t i c ’
6 )

Listing C.2: Keras LSTM sequential algorithm setup.

1 model = Sequent i a l ( )
2
3 model . add (LSTM(300 , input shape =(289 ,1) , r e tu rn s equence s=True ) )
4 model . add ( Dropout (hp . Float ( ’ dropout ’ ,
5 min value =0,
6 max value =0.2 ,
7 s tep =0.05) ) )
8 model . add ( Dense (230) )
9 model . compile ( opt imize r=keras . op t im i z e r s .Adam( l r =0.01) ,

10 l o s s =‘ mean abso lute e r ro r ’ )
11
12 modelh i s t = model . f i t (
13 x t r a i n t e s t ,
14 y t r a i n t e s t ,
15 v a l i d a t i o n s p l i t =0.25 ,
16 epochs=5e2 ,
17 b a t c h s i z e =10
18 )
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D Hyper-parameter optimisation

Listing D.1: Random search setup for the MLP classifier and regressor. For the regressor the scoring is changed
to ‘neg mean absolute error’.

1 h i d d e n l a y e r s = 10
2 neurons = l i s t ( range (10 ,500 ,1 ) )
3
4 m = [ 0 ] ∗ ( h i d d e n l a y e r s ∗ len ( neurons ) )
5
6 for i in range (1 , h i d d e n l a y e r s +1) :
7 for idx , i 2 in enumerate( neurons ) :
8 m[ ( ( i −1)∗ len ( neurons ) ) + ( idx ) ] = [ neurons [ idx ] ] ∗ i
9

10 param space = {
11 ‘ h i d d e n l a y e r s i z e s ’ : m,
12 ‘ a c t i v a t i o n ’ : [ ‘ i d e n t i t y ’ , ‘ l o g i s t i c ’ , ‘ tanh ’ , ‘ r e l u ’ ] ,
13 ‘ l e a r n i n g r a t e ’ : [ ‘ constant ’ , ‘ i n v s c a l i n g ’ , ‘ adapt ive ’ ] ,
14 ‘ l e a r n i n g r a t e i n i t ’ : np . arange (1 e −4 ,0.1+1e −4,1e−4)
15 }
16
17 c l f r a n d s e a r c h = RandomizedSearchCV ( c l f ,
18 param space ,
19 n i t e r =10000 ,
20 s c o r i n g =‘ n e g l o g l o s s ’ ,
21 verbose=True ,
22 cv=5,
23 n jobs=−1)
24
25 search = c l f r a n d s e a r c h . f i t ( x t r a i n t e s t , y t r a i n t e s t )
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Listing D.2: Bayesian optimisation setup for the LSTM regressor.

1 def bui ld model (hp ) :
2 model = Sequent i a l ( )
3
4 model . add (LSTM(hp . Int ( ‘ l s t m u n i t s ’ ,
5 min value =30,
6 max value =1200 ,
7 s tep =1) ,
8 input shape =(289 ,1) , r e tu rn s equence s=True ) )
9 model . add ( Dense (230) )

10 model . compi le ( opt imize r=keras . op t im i z e r s .Adam( l r=hp . Float (
11 ‘ l r ’ ,
12 min value=1e−4,
13 max value =0.01 ,
14 s tep=1e−4) ) ,
15 l o s s =‘ mean abso lute e r ro r ’ , met r i c s =‘ mean abso lu t e e r ro r ’ )
16 return model
17
18 tuner = Bayes ianOptimizat ion (
19 bui ld model ,
20 o b j e c t i v e =‘ mean abso lute e r ro r ’ ,
21 m a x t r i a l s =100 ,
22 e x e c u t i o n s p e r t r i a l =1,
23 d i r e c t o r y =‘my dir ’ ,
24 project name =‘LSTM optimisation ’ )
25
26 tuner . s earch ( x t r a i n t e s t ,
27 y t r a i n t e s t ,
28 epochs =500 ,
29 b a t c h s i z e =10,
30 v a l i d a t i o n s p l i t =0.25 ,
31 verbose =3)



E Recurrent neural network archi-
tecture evaluation

To accommodate choosing an RNN architecture for further use, the simple RNN, LSTM and GRU have
been briefly evaluated. Fig. E.1 shows the training results. 25% of the train/test data set is used for
testing. The validation data set is not used here, it will only be used for final algorithm evaluation. The
loss function used is the MAE. The data shuffle has been done once to ensure good comparisons. The
setup of the Keras RNN algorithms is equivalent to Listing C.2. It can be seen that the simple RNN
underperforms the LSTM and GRU significantly. The minimum MAE validation loss for the simple
RNN, LSTM and GRU is 1.29 m3, 0.07 m3 and 0.10 m3 respectively. The LSTM outperforms the GRU
slightly. The GRU, however, does have a shorter training time. Therefore, due to the better performance,
the LSTM is chosen as RNN architecture for time series regression.
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Figure E.1: Evaluation of three RNN architectures using mean absolute error loss. For all three the same hyper-
parameters have been used. The RNN layer has 230 units or neurons with the default activation function provided
by Keras. A learning rate of 0.01 has been used. The batch size is 10 with 1000 epochs. It can be seen that the
Simple RNN significantly under performs compared to the LSTM and GRU networks. The LSTM outperforms
the GRU slightly, with an MAE of 0.07m3. Note that the validation loss is lower due to a dropout layer of 0.2
that has been added after the RNN layer.
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