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Estuarine Sand Dunes as a Nature-Based
Solution Against Salt Intrusion
An idealised morphostatic model approach

By S.J. Geerts
December 14, 2023

Abstract

Saltwater intrusion in estuaries can pose a critical issue with significant implications for human ac-
tivities such as industry and drinking water extraction and can be unfavourable to environmental
sustainability. This phenomenon arises when saline water infiltrates the estuarine system, potentially
leading to a shortage of freshwater, thus affecting industries, agriculture, and the accessibility of drink-
ing water, and impacting ecology. The intensity of salinity intrusion and the salt intrusion length are
influenced by various factors, of which freshwater river flushing and the amount of vertical transport
are key predictors.

This study investigates the impact of estuarine bed forms on the salt intrusion length within
estuaries. Estuarine sand dunes introduce additional roughness to the flow, resulting in reduced flow
velocities and elevated mean water levels. These dunes can cause large-scale turbulence that may
extend from the bed to the water surface. Resonant internal waves can form over these bed forms
when stratification and large horizontal flow velocities are present, which can increase vertical mixing
when breaking. In addition to these non-hydrostatic processes, estuarine sand dunes induce tide-
averaged spatially periodic re-circulation cells over the bedforms. Altogether, these effects potentially
increase the net vertical flux and, as such, reduce the salt intrusion length. We investigate the complex
dynamics of estuarine salt transport and determine the potential of estuarine sand dunes as a nature-
based solution against salt intrusion.

Given the complexity of the multi-dimensional parameter space affecting salt intrusion length, we
investigate this using an idealised hydrostatic model with 2DV geometry. This enables us to specifically
study the effect of vertical flow behaviour without possible interference of other parameters. Our model
is designed to be adaptable for the investigation of other estuarine systems that can be approximated
as a single-channel estuary with relatively uniform geometry. Current model settings are based on
the Rotterdam Waterway (RWW), the Netherlands, during low river flow velocities representative of
summertime conditions when salt intrusion is most detrimental. We determine the influence of dune
characteristics (such as height, length and asymmetry) as well as the effects of dumping and dredging
interventions on the salt intrusion length.
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A numerical convergence study of the flow and salt transport is performed, and the model shows
robust numerical convergence. With subsequent grid refinement, a negligible accuracy improvement
of the model output is achieved. Furthermore, the discretisation and model parameters effectively
capture most of the hydrostatic flow and salt transport behaviour representative of the RWW.

We show that the presence of estuarine sand dunes does not qualitatively change the dominant
transport mechanisms and degree of stratification in the estuary, although quantitatively a different
salt intrusion length may form by a changing balance of transport components. Changes in dune
geometry and characteristics impact the salt intrusion length, which is most sensitive to a change in
dune height. An increase in dune height enhances vertical advective transport, bringing more saline
water upwards through the water column and thus reducing stratification. Similarly, a decrease in dune
length increases the dune slope and enhances the vertical exchange. Dune asymmetry has a negligible
influence on our model results.

Manipulation of an existing sand dune field affects the salt intrusion length. For example, dredging
of sediment reduces the main outward-flowing river transport and decreases the amount of vertical
mixing, both contributing to an increase in the salt intrusion length. The volume of sediment dredged
is linearly related to the change in salt intrusion length. The influence of dumping depends on the
strategy employed. When topography is preserved, and dumping is performed uniformly in space,
it decreases the salt intrusion length proportionally to the volume of sediment dumped. However,
when the bed is levelled by dumping of sediment, vertical mixing is reduced and this measure is only
effective in mitigating salt intrusion when the volume used is sufficient to decrease the mean water
depth significantly. None of the interventions changes the estuarine-sized vertical flux qualitatively
over the intervention interval. Response of the salt intrusion length mostly follows from changes of
the vertical at the boundaries of the intervention and changes in the relative balance of horizontal
transport components.

Dredging of artificial sand dunes in a flat bed can serve as a mitigation tool against salt intrusion.
If dredged sufficiently deep, dredged dunes generate sufficient vertical mixing to counteract the adverse
effects of deepening the channel, maintaining estuary navigability while enhancing vertical mixing with
local topography. In this way, estuarine sand dunes can serve as a nature-based solution against salt
intrusion without changing accessibility to seaports.
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Chapter 1

Introduction

In this chapter, we first outline the framework concerning estuarine salt intrusion and sand dunes.
This leads to the study’s overarching objectives and methodology. A more in-depth analysis, provided
by a literature review, follows in the subsequent sections.

1.1 Research Framework and Objective

Estuaries are semi-enclosed embayments of the coast where tidal waves run through a channel or
system of channels, leading to the mixing of salt ocean water and freshwater runoff (Valle-Levinson,
2010). Within the estuary, the area influenced by tidal motion is commonly referred to as the tidal
river. The collision of saline and freshwater generally results in denser seawater intruding beneath the
outflowing riverine freshwater. The distance with which a pre-determined significant salt concentration
can penetrate inland is referred to as the salt intrusion length, usually a maximum concentration of 1
ppt (parts per thousand).

Estuaries are among the most important environments in the coastal zone, both biologically and
socioeconomically and some of the largest cities around the world have been built around estuaries
(Lotze, 2010). Historically, estuaries have formed natural harbours with the intricate interaction of
fresh and saltwater providing good ecological conditions for many life forms, making ideal places to
settle (Limburg, 1999). To human industries they offer good navigability, connect the major sea routes
to inland waterways, and serve as an ideal location for large seaports (Paturej, 2008). The Rotterdam
Waterway in the Netherlands is an example of such a highly industrialised estuary. Human settlements
were boosted by a large fishing industry in the area. With an open connection to the river Rhine, it
quickly became the largest seaport of Europe (Kirichek et al., 2018). To ensure navigability for the
vessels with the largest draft, and to counteract sedimentation, the main channel is constantly dredged,
deepening the channel and flattening the bed to ensure a minimum water depth. Dredging activities
have increased from 4 million m3 annually in the 90s to more than 10 million m3 in 2016 (de Bruijn,
2018).

Saltwater intrusion in estuaries is a critical issue with significant implications for both environ-
mental sustainability and human activities. This phenomenon arises when saline water infiltrates the
estuarine system, potentially leading to a shortage of fresh water, thus affecting industries, agriculture,
and the accessibility of drinking water, in addition to posing ecological challenges by creating biochem-
ical changes (Tully et al., 2019; Miah et al., 2020). The increasing global significance of this issue is
particularly pronounced in coastal regions (Wada et al., 2011), where the precarious balance between
freshwater and saltwater is vulnerable to the multifaceted impacts of climate change, including rising
sea levels and heightened drought occurrences (Veldkamp et al., 2015).
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The intensity of salinity intrusion and the salt intrusion length are influenced by various factors,
of which freshwater river flushing is an evident key predictor. Moreover, an increase in vertical mixing
leads to a reduction in the salt intrusion length, as it facilitates the transport of salt upwards towards
the outflowing freshwater river discharge. Studies have shown that for highly stratified estuaries, the
dominant mechanism responsible for removing salt during each tidal cycle is the vertical salt flux, rather
than the seaward advection of high-salinity fluid (MacDonald & Horner-Devine, 2008). Consequently,
geometric features such as bottom roughness and reduced water depth have been identified as factors
contributing to a decrease in the salt intrusion length (Hendrickx et al., 2023b).

Process-based models are models where physically derived equations are solved over a spatial and
temporal domain. They serve as a tool to support the effects of mitigation measures. Stratification
greatly reduces the eddy viscosity, mainly by limiting the vertical length scale of turbulent eddies.
Hence, we argue that this stratification and its influence on turbulence should be modelled carefully.
Reversely, turbulent effects often increase the vertical salt flux. These effects are usually parametrised
in models by the eddy viscosity and diffusivity. Determining appropriate values is difficult and the
variability of the eddy viscosity is the crux of the problem of quantifying the estuarine circulation
(Geyer & MacCready, 2014).

This study investigates the impact of bottom topography, specifically estuarine bed forms, on the
salt intrusion length within estuaries. Estuaries, due to their dynamic nature, exhibit unique physical
processes that influence the development of these bedforms (Paarlberg et al., 2009; van der Sande et al.,
2023). Among them, sand dunes represent a distinctive estuarine bed form, analogous to tidal sand
waves in marine environments and river dunes in riverine settings (Hulscher & Dohmen-Janssen, 2005).
However, the presence of stratification in estuaries introduces different mechanisms to the behaviour
of sand dunes (van der Sande et al., 2021).

Estuarine sand dunes introduce additional roughness to the flow, known as form roughness (Zanke
et al., 2022), causing decelerating of the flow field resulting in elevated mean water levels (Maddux
et al., 2003). They can cause large-scale turbulence that may extend from the bed to the water
surface (Best et al., 2001) and asymmetric dune shapes have been observed to amplify these processes
(Bradley et al., 2013). Moreover, under certain conditions, such as high river flow velocities, they can
generate resonant internal waves in a stratified environment (Kostaschuk et al., 2010). These waves
can promote vertical mixing, causing saline water to rise to the surface while impeding the dominant
horizontal flow (Wegman, 2021). In addition to these turbulent processes, estuarine sand dunes induce
spatially periodic re-circulation cells over the bedforms, potentially increasing the net vertical flux and,
as such, reducing the salt intrusion length.

This research focuses on the influence of sand dunes on estuarine salt intrusion, and the devel-
opment of effective mitigation strategies requires a solid understanding of its underlying mechanisms.
Traditional hydraulic structures can alleviate salt intrusion by preventing saline water from entering.
However, this approach can introduce adverse effects on the shipping industry, ecological disruption,
and interference with river flow and sediment transport. Therefore, research endeavours are currently
directed toward innovative intervention strategies that mitigate saltwater intrusion’s adverse impacts
while sustaining a freshwater supply (Hendrickx et al., 2023b). This Building-with-Nature approach
starts from the existing natural system and makes use of the natural dynamics to account for society’s
needs while creating room for nature-development (de Vriend et al., 2015). Solutions that employ this
philosophy are referred to as nature-based solutions. By using natural dynamics, they often have lower
costs than traditional engineering solutions on a life-cycle basis (Borsje et al., 2011). We investigate
the complex dynamics of estuarine salt transport and determine the potential of estuarine sand dunes
to decrease stratification and salt intrusion.
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Analytic salt intrusion models have played a significant role in exploring the dominant processes
responsible for mixing in estuaries. However, these models often do not incorporate features such as
estuarine sand dunes and frequently rely on the rigid-lid approximation, which increases the tidally
and depth-averaged flow velocity along the estuary (Dijkstra et al., 2022; Jongbloed et al., 2022). On
the other hand, numerical models have been developed to provide a more detailed assessment of salt
intrusion at the scale of entire estuaries, considering the influence of geomorphological characteristics
(Wei et al., 2022; Hendrickx et al., 2023b; Siemes et al., 2023). Notably, these models have largely
neglected the presence and impact of estuarine sand dunes.

Numerical models have aimed to account for sand dunes, but they often focus on specific aspects.
For instance, some models neglect salinity (Lefebvre, 2019), while other diagnostic1 models introduce
a density stratification at the boundary, preventing the natural development of a salinity gradient
(Wegman, 2021). The potential of sand dunes to decrease stratification has been investigated by
Groenenboom et al. (2019), but they mainly focus on internal waves over two dunes, rather than the
advective effects over a full dune field. Therefore, a crucial gap in the current research landscape lies
in the absence of a comprehensive model that explicitly considers the influence of estuarine sand dunes
on salt intrusion at the scale of the entire estuary in a prognostic approach. In response to this gap,
we will develop a hydrodynamic numerical model that allows for the explicit implementation of sand
dunes across the entirety of an estuary.

In this research, we aim to understand how estuarine sand dune geometry influences estuarine
salt transport mechanisms. While flow over marine and riverine equivalents of sand dunes are well-
understood, the precise influence of these estuarine sand dunes on flow dynamics and, specifically, on
salt dynamics at a full estuarine scale, remains relatively unexplored. Therefore, this study aims to
address the central research question:

What is the influence of estuarine sand dunes on salt intrusion?

Specifically, we ask:

• What processes govern the salt dynamics and what role do sand dunes play?

• What is the influence of sand dune characteristics such as height, length and asymmetry, on salt
transport and the salt intrusion length?

• How does dredging and dumping of sediment in a sand dune pattern influence the salt intrusion
length?

• How can artificially created sand dunes reduce salt intrusion in an estuary previously depth-
maintained?

Given the complexity of the multi-dimensional parameter space affecting salt intrusion length, we
focus our computational modelling efforts on a single specific case; the Rotterdam Waterway (RWW),
the Netherlands, during summertime conditions, a period when salt intrusion is most critical. Our
model is designed to be adaptable for the investigation of other estuarine systems that can be approx-
imated as a single-channel estuary with relatively uniform geometry. The overarching goal is to assess
whether sand dunes can serve as a nature-based solution to mitigate salt intrusion. To identify the most
effective strategies, we model and analyse various dune dimensions and intervention approaches.

In the remainder of this introductory Chapter 1, the basic background information surrounding
salinity, estuaries, the RWW and sand dunes will be introduced. This gives the theoretical framework
available in literature and allows us to identify which processes should be taken into account in the

1We refer to diagnostic models as models where our variable of interest is explicitly implemented in the model. In
this case, density gradients are imposed and the flow follows from it. Prognostic models are the opposite, where salinity
gradients naturally develop throughout the estuary, allowing for the natural evolution of a certain salinity profile.
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model. In Chapter 2 the theoretical framework of salt intrusion is explained. This gives the basic
set of equations and introduces the basic variables and parameters that characterise an estuary. In
Chapter 3 the specific implementation of model equations and model development of the RWW are
described. Furthermore, we show the numerical stability and convergence of the output. Chapter 4
shows the model validation and verification, which indicates that the idealised model can represent the
RWW well. The model results, specifically the influence of general sand dune dimensions, the influence
of dredging and dumping of sediment, and the influence of dredging artificial dunes are all described
in Chapter 5. Finally, conclusions are drawn in Chapter 6.

1.2 Salinity: Units and Physics

Salinity, the measure of all non-carbonate salt dissolved in seawater, can be expressed using different
units of measurement. Two common non-dimensional units used in oceanography and marine biology
are parts per thousand (ppt) and practical salinity units (psu) (IAPSO, 1985). While both units mea-
sure salinity and are numerically similar, they have different scales and are used in different contexts.
The unit ppt represents the mass of dissolved salt (in grams) per kilogram of seawater and is commonly
used to express salinity. Seawater with a salinity of 35 ppt contains 35 grams of salt per kilogram of
seawater (including the dissolved salt itself). In contrast, psu is a measure of the conductivity of
seawater and is based on measurements of the electrical conductivity of seawater. Seawater with a
salinity of 35 psu has a salt concentration equivalent to seawater with a salinity of 35.165 ppt, and this
relationship is nearly linear. Throughout this research, we will use the ppt unit.

The salinity of drinking water in the Netherlands is measured in terms of chlorinity (the measure of
chloride Cl− content) and an annual average of 150 mg/L Cl− is allowed (Bijlage A Drinkwaterbesluit,
2023). Even though there are smaller quantities of other ions in seawater (e.g., K+, Mg2+, or SO2−

4 ),
sodium and chloride ions (from NaCl) represent about 91% of all seawater ions, meaning that chlorinity
can be used as a proxy for overall salinity. Seawater has a chloride concentration of approximately
19400 mg/L Cl−, meaning that the drinking water measure of 150 mg/L Cl− converts to approximately
0.25 ppt, but this conversion is not exact (Millero et al., 2008).

The density of a fluid depends on dissolved quantities and temperature and is described by an
equation of state. Eckart’s formula is often used for water (Eckart, 1958), which describes the water
density ρ as a function of pressure p, salinity s and temperature T , with

ρ(p, s, T ) =
p+ p0

λ+ α0(p+ p0)
. (1.1)

where p0, α0, λ are functions of (s, T ). Wright (1997) improved the fit of these functions and described
them as third-order polynomials of (s, T ) and called in the revised Eckart’s formula. Under the as-
sumption of an incompressible flow (density ρ does not depend on pressure) and constant temperature
T = 15 ◦C, these expressions simplify to linear functions of s. In turn, this newly fitted revised Eckart’s
formula can be simplified to the linear approximation with

ρEck(s) = ρ0(1 + βs), (1.2)

with ρ0 = 999.1 kg/m3 and β = 7.671 · 10−4 ppt−1 (derived in Matlab using the revised coefficients
of Wright (1997)).

The change from saline water to fresh water throughout the estuary results in horizontal and
vertical density gradients, where the latter are referred to as stratification. Isohalines are contour lines
that join points of equal salinity in the estuary. In case of constant temperature and incompressible flow,
these align with isopycnals, lines of constant density. The pycnocline is the isopycnal that separates
two fluid layers of the largest density difference.
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1.3 Estuaries and Salt Intrusion Processes

We define estuaries as semi-enclosed embayments of the coast where tidal waves run through a channel
or system of channels. Estuaries exist in all kinds of shapes and sizes, and subsequently, classification
occurs in many aspects. As we are mainly interested in the salt intrusion itself, regardless of the
geomorphology and hydrodynamics of the system, we use a classification based on the observable
salinity structure and related to the amount of mixing and the vertical structure of salinity. Pritchard
(1952) identifies four different stratification regimes (see Figure 1.1):

Salt wedge: Very strong horizontal and vertical stratification with barely any (turbulent) mixing
across the pycnoclines. There is a clear freshwater riverine flow on top and a more dense saline
water flow on the bed moving back and forth with the tide.

Strongly stratified: Horizontally and vertically stratified throughout the whole tidal cycle. The
freshwater outflow does mix more horizontally at the top of the water column compared to a salt
wedge.

Partially stratified: Strong horizontal stratification but weak vertical stratification. The stratifica-
tion dampens turbulent mixing, but the vertical stratification is only stable during part of the
tidal cycle.

Well-mixed: Only horizontal stratification. Vertical turbulent mixing is strong and hardly influenced
by vertical stratification.

This classification has been extended theoretically by Geyer and MacCready (2014) to seven stratifica-
tion regimes, which allows for the prediction of a regime given some flow- and mixing parameters.

Estuarine salt intrusion results from a continuous competition between inflowing and outflowing
transport mechanisms of salt. These mechanisms are often split into subtidal components; processes
that are not correlated to the tidal time scale but occur over various tidal cycles, and tidal components;
processes introduced by tidally varying flow velocities and varying water levels. Hence, estuary classifi-
cation can also be based on the relative magnitude of transport components. In this study, next to the
stratification regimes, we also refer to the transport regimes by Dijkstra et al. (2022). In their study,
regime classification of estuaries is based on non-dimensional parameters that determine the balance of
transport components and they identify seven different types of transport regimes. This classification
shows the influence and relative importance of the various transport mechanisms using an idealised
2DV model setting. More detailed information on these two classifications is given in Sections 2.3.2
and 2.3.3. Next, we describe some of these transport mechanisms.

The main outflowing transport is a result of the flushing through river discharge, which advects
salt seaward and is increased by vertical mixing, which can be considered a subtidal process.

The main mechanism in the subtidal shear processes is gravitational circulation, a flow that
results from a horizontal pressure gradient due to a horizontal salinity gradient in the estuary (Hansen
& Rattray Jr., 1966). The baroclinic pressure gradient induces a component in the exchange flow.
It has a depth-averaged velocity of zero and is directed landward near the bed and seaward near the
top, generating a flow pattern that enhances vertical stratification. Moreover, as the flux of salt is the
product of flow velocity and concentration, the salt flux itself is not necessarily zero over the water
column and can be transported inland (Dijkstra, 2014). Larger tidal forcing causes an increase in
vertical mixing and shear stress, which decreases stratification (Lerczak et al., 2009).

Tidal mechanisms of salt transport are often dependent on the geomorphology of the system. An
example of this is tidal trapping, where salt is temporarily stored during ebb in side-embayments
or tidal flats. The timing of inflow and outflow occurs asymmetrically, leading to a net influx of salt
(Garcia et al., 2022). Tidal pumping results from the barotropic pressure gradient, where horizontal
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density differences occur due to gradients in water elevation and can lead to a net influx due to
tidal asymmetry (Yu et al., 2014). It is mainly dominant in macrotidal estuaries that are well-mixed
vertically.

Another external process is transport due to wind; onshore winds can introduce storm surges
that increase the mean water level and in turn, increase salt intrusion. Moreover, the wind itself in
the estuary can change the estuarine salinity structure by several mechanisms, such as shear with the
free surface and wind-induced mixing (Jongbloed et al., 2022). In turn, stratification interferes with
the production and dissipation of turbulence, however, this interaction is difficult to model (Caulfield,
2021).

All in all, these processes result in salt intrusion, often quantified by the salt intrusion length,
which we define2 as the distance from the mouth to the point where the maximum salinity equals 1
ppt. The relative contribution of the transport processes largely depends on the existing hydrodynamic
forcing conditions and estuarine geomorphology. Large river flows increase the outflowing transport,
whereas an increase in tidal activity and asymmetry can increase the inflowing transport. In the end,
the balance between all forcing terms determines the salt intrusion length, and the geomorphology
modifies the boundaries in which this balance is determined (Hendrickx et al., 2023b).

Figure 1.1: Schematisation of the estuary stratification regimes as in Pritchard (1952). Note that the
arrows represent the relative magnitude of the flow velocities of the river and the tide.

1.4 The Rotterdam Waterway (RWW)

The Rotterdam Waterway (RWW) estuary is a complex system of the Rhine-Meuse delta in the West
of the Netherlands (see Figure 1.2) that contains a main channel with multiple smaller branches, side
basins, and harbours. The river Rhine enters the Netherlands in Lobith and forms the main source
of freshwater discharge through the system. Due to the many branches and diversions of water, the
overall river discharge is usually measured at Lobith. In this study, we consider the RWW estuary
as the main channel of the Nieuwe Waterweg (E), the Scheur (C) and Nieuwe Maas (B) as shown in
Figure 1.2. As inflowing freshwater discharge, we combine the flow of the Lek (A) and Noord (B).
We assume the contribution to the flow by the Oude Maas (dashed lines) can be neglected, in line

2This definition is further formalised in Subsection 2.2.2 and the influence on the results is discussed in Section 4.2.
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with Hamilton (1975). Moreover, the influence of salt transport over channel junctions as described
by Biemond et al. (2023) is neglected. Figure 1.2 shows how this system is approximately 50 km long
as we assume that all salt dynamics can be captured over this length and the influence of tidal flow
velocities is minimal at the landward end.

E

C 

D

A  Lek

B Noord 

C Nieuwe Maas 

D Scheur

E Nieuwe Waterweg

-- Oude Maas

N

A

B

Figure 1.2: The Rotterdam Waterway in the Rhine-Meuse estuary in The Netherlands. Numbers
indicate the along-estuary position in kilometres with x = 0 km located on the seaward side.

The RWW is an estuary with noticeable tidal activity with various tidal constituents and the tidal
propagates relatively far into the system (an amplitude of 65% in the Lek compared to the seaward
amplitude) (Rijkswaterstaat, 2023b). The dimensions and characteristics of the RWW vary along its
length, but the cross-section is generally quite rectangular in the region of salt intrusion, there are
no tidal flats and the estuary can be considered as one channel. The width varies from 265 m at
its narrowest point in the Nieuwe Maas to 675 m in the Nieuwe Waterweg (Rijkswaterstaat, 2023a).
By recurrent dredging operations, the Nieuwe Waterweg and Scheur are maintained at a depth of
-16.20 m NAP, and the depth decreases to -5.2 m NAP at the Eastern side in the Nieuwe Maas as it
connects to the Lek.

The degree of salt intrusion depends on factors such as tidal range, river discharge, and seasonal
variations, but is most severe during summer time conditions when the discharge of Lobith is less than
1100 m3/s (Laan et al., 2023). During summer conditions, the estuary is mainly classified as a partially
mixed estuary and becomes a salt wedge during higher winter discharges (Dijkstra et al., 2022).

The average discharge at Lobith is around 2900 m3/s, of which approximately half exits the system
through the Nieuwe Waterweg (E). We distinguish high and low flow conditions, which we define
as less than 1200 m3/s and more than 4000 m3/s at Lobith respectively3. During low discharges,
the Haringvliet sluices are mostly closed and almost all water exits the system through the Nieuwe
Waterweg (E) to eliminate a large salt influx. This flushing strategy is employed throughout the

3As a reference, during the extreme drought of 2022 the river discharge at Lobith reached 679 m3/s. A discharge less
than 800 m3/s is only observed twice between 1901 and 2022 (Ottink et al., 2022)
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Netherlands to mitigate salt intrusion. However, as the need for freshwater increases and the available
freshwater reserves are under threat due to climate change and extreme events. This flushing strategy
is considered unsuitable as a sustainable long-term solution and new mitigation strategies are necessary
(Kennisprogramma Zeespiegelstijging, 2023).

Salt transport processes during high flow conditions

Flow and salinity measurements by de Boer and Radersma (2011) in the RWW in 2006 show significant
salt intrusion, even during high Rhine discharges (varying from 4000 to 5800 m3/s). Relative to Hook
of Holland (x = 0 km in Figure 1.2), the minimum near-bed saltwater intrusion lengths were 11 km
at low tide and 20 km at high tide. These measurements show the stable existence of a salt wedge
during the entire measurement period. The processes influencing the along-channel current structure
and the excursion of the salt wedge show that the combination of barotropic and baroclinic forcing, in
conjunction with the suppression of turbulence at the interface results in tidal dependence and mean
structure of the flow in the RWW. The displacement and structure of the salt wedge are governed
by advection since turbulent mixing is suppressed through the pycnocline. Furthermore, they show
that turbulence production is correlated to the tide, with flood creating additional eddy diffusivity.
Lastly, these measurements are laterally relatively consistent, and the system can be evaluated by a
longitudinal cross-section.

Salt transport processes during low flow conditions

During summer conditions, with discharge values below 1200 m3/s at Lobith, the gravitational circu-
lation is found to be the dominant salt import mechanism in the RWW (Kranenburg & van der Kaaij,
2019). Further upstream, this influence is diminished and the tidally correlated flux, the advective
transport mechanism correlated to the tidal cycle, is dominant most of the time. Dijkstra et al. (2022)
have shown that the processes determining the salt intrusion in the RWW can be classified locally by
separate fluxes. Downstream, up to 26 to 30 km from the seaward boundary, salt transport is charac-
terised as a Chatwin regime. Here, salt transport is governed by a balance due to subtidal shear by
gravitational circulation and river-induced flushing. Further upstream, near the freshwater boundary,
gravitational circulation becomes less important and a balance between transport due to tidally corre-
lated depth-averaged transport and river-induced flushing exists. These results were found for models
with relatively low Rhine discharges at Lobith of around 1000 m3/s. Kranenburg and van der Kaaij
(2019) claim that measures that increase vertical mixing will be the key measures to mitigate salt
intrusion in the RWW most of the time.

For our model, as formulated in Chapter 3, we idealise this system as a channel with a length of
50 km and uniform width and depth of 500 m and 15 m respectively. We define the point x = 0 km
as the seaward mouth located at Hoek van Holland, leading to the along-estuary position x = 50 km
located in the Lek, as visualised in Figure 1.2.

1.5 Estuarine Sand Dunes

Estuarine sand dunes are distinct bed forms occurring within estuaries, exhibiting similarities to river
dunes and marine sand waves, albeit with specific characteristics. Hulscher and Dohmen-Janssen
(2005) highlight their shared features, such as relatively long wavelengths compared to water depth,
amplitudes of approximately 10% of water depth, and their typical two-dimensional nature as their
crests are relatively long and uniform. Moreover, these bedforms align perpendicularly to the main
current direction (i.e. river flow and tidal flow on coastal shelves respectively) and form near-bed
vertical vortices as shown in in Figure 1.3.
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River dunesMarine sand waves Sand dunes

Estuary Coastal shelf River 

Figure 1.3: Schematic presentation of the tidal flow above sand waves (left) and the flow over river
dunes (right). (Figure derived and adapted from Hulscher and Dohmen-Janssen (2005)). Both a

background river flow and oscillating tidal flow occur over estuarine sand dunes and a combination of
both flow patterns can be present over estuarine sand dunes.

Marine sand waves usually display relatively mild slopes, due to the dominant M2 tide4 causing
sediment transport on both sides. The vertical vortices in Figure 1.3 show tide-averaged residual
circulations. The overall magnitude of the circulation flow is small compared to the background
current and this flow is not instantaneous at both sides.

River dunes are usually strongly asymmetric, and their geometry mainly depends on the back-
ground riverine flow. Field observations in the river Waal show that the dune height decreases, but
the dune length decreases during lower summer river discharges (Lokin et al., 2022). Furthermore,
the lee side angle was relatively small, ranging from 1◦ to 3◦. However, an increase in dune height
and asymmetry can result in large lee-side slope angles that may introduce a flow separation zone and
recirculation cell on the steep lee side as shown by the solid line (Lefebvre, 2019). This introduces
energy losses and significantly alters flow resistance, potentially leading to higher water levels and
intensified vertical mixing (Paarlberg et al., 2009). The precise conditions under which this occurs are
not yet fully known (Best, 2005). Using experiments, Best and Kostaschuk (2002) show that intermit-
tent flow separation occurs over dunes with maximum lower lee side slopes of 14◦. Some modelling
studies assume flow separation already takes place at a critical angle of 10◦, but the equilibrium dune
dimensions are independent of this value (Paarlberg et al., 2009). Overall, these flow separation effects
are non-hydrostatic and can not be captured by a hydrostatic model.

Turbulence

In estuaries, these general characteristics are also observed in bedforms and we refer to these as
estuarine sand dunes (Zorndt et al., 2011). They are subject to both tidal- and river forcing and the
stratification results in additional forming mechanisms (van der Sande et al., 2021, 2023). Reversely,
the influence of estuarine sand dunes on the flow is not fully understood. Field measurements show
that sand dunes induce roughness on the flow, which can be attributed to both vortex shedding and
wake flapping, related to high and low frequencies respectively (Kostaschuk, 2000). This increase in
roughness results in lower horizontal flow velocities and higher mean water levels. According to Best
et al. (2001), sand dunes are responsible for the generation of large-scale vortices shedding of the crest,
often referred to as macroturbulence, which may advect through the water column and break through
the surface in upwelling. Previously, it was thought that this was the consequence of permanent flow
separation on a steep dune lee side. The authors show that this also occurs intermittently for low-angle

4The principal lunar semi-diurnal tidal constituent
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dunes with an angle of 14◦ where no consistent flow separation takes place for dunes in the Fraser River
Estuary, Canada. This leads to a series of cascading diagonal wakes over a rhythmic dune pattern.
In this estuary, the location of a salt wedge is correlated to the tidal cycle. Kostaschuk et al. (2010)
showed that large internal waves form over the sand dunes, in phase with the bathymetry. This causes
water from a highly stratified salt wedge to reach the free surface. Over a flat bed, this did not occur
and mixing was restricted to the lower part of the water column. It is suggested that all the above
mechanisms are enhanced by the asymmetry of the dune shapes (Bradley et al., 2013).

Internal waves can develop due to density stratification (Pietrzak et al., 1990). Estuarine sand
dunes may cause resonance of these internal waves as the background flow increases. When the
amplitude grows, internal waves may break and induce additional vertical mixing of the stratified
water column which is shown using nonlinear non-hydrostatic models as in Wegman (2021). These
internal waves are found in the RWW where they could reach amplitudes of 3 to 4 m (Pietrzak &
Labeur, 2004). These non-hydrostatic processes can only be resolved on a small scale and can also not
be modelled by a non-hydrostatic model. A laboratory study by Kranenburg and Pietrzak (1989) of
a turbulent two-layer fluid, representing conditions of the RWW, found that near the pycnocline and
regions of high stratification, there was a significant reduction in turbulence. They also demonstrated
that, although internal waves can contribute to turbulence production in the lower layer, negligible
mixing was observed between the layers.

Geometric characteristics

We characterise estuarine sand dunes mainly by their dimensions and direction of orientation. A
conceptual diagram of estuarine sand dunes is shown in Figure 1.4 where we define a single sand dune
from one trough to the next. The total dune length λd is defined as the length between subsequent dune
troughs. The dune height Hd is defined as the difference between the trough and crest elevation. We
distinguish between the lee side and stoss side of the dunes, where the stoss side faces the background
river flow (upstream slope) and the lee side faces the sea (downstream slope), indicated by the arrow
in Figure 1.4. Subsequently, we can separate the dune length λd into the stoss side length λs and lee
side length λl. When λs ≥ λl, we refer to this as ebb-oriented sand dunes, which is the case for the
example shown in Figure 1.4.

River / ebb flow direction

𝜆𝑑

𝐻𝑑

Trough 

Crest 

𝜆𝑠𝜆𝑙

Crest 

Trough 

Figure 1.4: Schematisation of dune dimensions, showing dune height Hd, dune length λd and the
lengths λl, λs of the lee and stoss side respectively.

Many empirical relations estimating river dune dimensions exist based on the water depth. For a
mean depth of h = 15 m, this gives rise to the river dune length of λd = 5h = 75 m by Yalin (1964)
and river dune height Hd = h/6 = 2.5 m and λd = 1.16h1.55 = 77.2 m by Allen (1978). However,
the variation between rivers and within rivers is large (Bradley & Venditti, 2017). In the North Sea,
a large variation in sand wave dimensions exists, with heights ranging from 1 to 8 m and lengths in
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the order of 100 to 1000 m (Damen et al., 2018). In estuaries, stratification and horizontal density
gradients create additional dynamics that change the forming mechanisms for estuarine sand dunes.
Pietrzak et al. (1990) showed that the RWW has a topography with sand dunes of typical length 30 to
80 m and heights of 1.0 to 2.0 m. At around longitudinal coordinate x = 15 km, Pietrzak et al. (1991)
measures permanent ridges with lengths of λd = 28 m to 74 m and heights from Hd = 1.15 m to 1.8
m. Slightly further downstream at x = 8 km, two adjacent large-scale topographic features were found
with heights of 2 to 3 m. These dimensions are more in line with river dunes, likely due to the relatively
narrow confinement of the RWW and the relatively spatially constant river velocity. In this study, we
consider sand dunes ranging from λd = 50 m to λd = 250 m and heights up to Hd = 4.5 m.
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Chapter 2

Model Formulation and Theoretical
Analysis

In this chapter, we introduce the model equations based on the 2DV model assumptions5. Next,
we describe some techniques necessary for analysis of model output, to ascribe some phenomena to
physical processes. Finally, in Section 2.3, we use a theoretical analysis of the model equations to
predict the influence of sand dunes on vertical flow, and apply non-dimensionalisation to distinguish
the dominant processes of the model.

𝜂sea(𝑡)

𝑞𝑟

𝑢(0, 𝑧, 𝑡)

𝑠sea

ℎ𝑑(𝑥)

𝜂(𝑥, 𝑡)

s(𝑥, 𝑧, 𝑡)

𝑠river𝐻(𝑥, 𝑡)

𝑧 = 𝑧𝑏

𝑥 = 𝐿

𝑧 = 0

𝒙 = (0,−ℎ)

𝑧

𝑥

𝑢(𝑥, 𝑧, 𝑡)

𝑤(𝑥, 𝑧, 𝑡)

Figure 2.1: Schematisation of the geometry and variables used. The seaward boundary, displaying
tidal oscillations, is on the left (at x = 0) and the landward boundary, with river inflow, is on the right

(at x = L).

5The abbreviation 2DV means two-dimensional vertical, with one horizontal and one vertical coordinate. The hori-
zontal coordinate is directed along the estuary, which can capture the salt intrusion length.
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2.1 Model Geometry and Flow and Transport Equations

The network that comprises the RWW contains multiple channels and harbours but contains a main
channel the main outflowing river water with quite uniform dimensions as introduced in Section 1.4.
Therefore, to simplify this, lateral variation is neglected and the width-averaged processes of a single-
channel estuary will be modelled to focus on the specific interaction of salt dynamics and estuarine
sand dunes. The estuary is approximated as a single-channel system of length L, modelled by a 2DV
geometry and only evaluating the x = (x, z) components. The seaward side is located at x = 0 with
the landward (riverine) side at x = L. This can be interpreted as a rectangular estuary of constant
width B, neglecting any lateral variation in salinity distribution and flow. Moreover, we consider a
morphostatic situation without any bed level change and eliminate the influence of a bed slope on the
flow by specifying a uniform average bed level h below the reference level z = 0. Subsequently, the
bed level is defined at zb(x) = −h + hd(x) with topography hd. An overview of the system geometry
with accompanying notation is shown in Figure 2.1.

The bed level at both the riverine and seaward sides is set to the mean bed level of z = −h by
specifying hd(0) = 0 = hd(L). The free surface elevation is specified by variable η(x, t). This means
the instantaneous water depth is equal to

H(x, t) = η(x, t)− zb(x). (2.1)

Note that flow over an undulating bottom experiences additional roughness which may increase water
levels and hence increase the average water depth. Hence, only without any river flow or tidal flow, the
average water depth is guaranteed to equal h. The horizontal and vertical flow components are denoted
by u = (u,w) respectively and salinity by s. We consider turbulent effects to be anisotropic, and
implement the horizontal and vertical eddy effects separately, as is common within oceanic modelling.
The flow and salt transport are modelled by the width-averaged (2DV) hydrostatic shallow-water
equations (of which a full derivation is given in Appendix A.1.1)

∇ · u = 0 (2.2a)

∂u

∂t
+ (u · ∇)u = ∇ · (A∇u)− g

∂η

∂x
− gβ

ˆ η(x)

z

∂s

∂x
dz̃ (2.2b)

∂s

∂t
+ (u · ∇)s = ∇ · (K∇s), (2.2c)

where the diagonal matrices A and K contain the horizontal and vertical eddy viscosity and diffusivity
respectively, with

A := diag(Ah, Av), K := diag(Kh,Kv), (2.2d)

in m2/s. The density of water is denoted by ρ in kg/m3 and related to salinity by the equation of
state ρEck (Equation 1.2) with contraction coefficient β in ppt−1. We neglect the influence of a bed
slope6, and gravity acts downward in the vertical dimension z with gravitational acceleration constant
g. The term g∂η/∂x describes the barotropic pressure gradient and gβ

´ η(x)
z

∂s
∂xdz̃ the salinity-induced

baroclinic pressure gradient (see derivation in Appendix A.1.1).

Inflowing water has salinity ssea at the seaward side and sriver at the riverine side. A width-
averaged river discharge qr(t) (in m2/s) results in a logarithmic horizontal profile at x = L, and the
tidal elevation is assumed to be a single harmonic of frequency ω by

η(0, t) = ηsea(t) = Asea cos(ωt), (2.3)
6Which is representative of the deeper dredged part of the RWW.
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at the seaward side for seaward amplitude Asea and angular frequency ω. We choose only the semi-
diurnal M2 tide with angular frequency ω = 1.4 ·10−4 rad/s. When the eddy viscosity A and diffusivity
K are specified, the problem is well-posed. In Chapter 3, we specify spatially and temporally varying
values for A and K using a turbulence closure for a more accurate representation of the flow.

2.2 Quantification of Stratification and Mixing

In this section, the definition of the salt intrusion length is revisited, and we explain the underlying
physical processes that govern the transport of salt in estuaries. More background information on the
stability of stratification is provided in Appendix A.1.2.

2.2.1 Averaging Operators

First, we introduce some notations used for the various types of averaging needed throughout the
report, given for arbitrary variables ψ. For depth-averaged values of ψ, we use an overbar:

ψ(x, t) =
1

H(x, t)

ˆ η(x,t)

zb(x)
ψ(x, z, t)dz. (2.4)

Many processes can be considered subtidal over a tide with period T = 2π/ω. Therefore, we define
the tidally-averaged (or subtidal) value of any variable ψ to be

⟨ψ⟩(x) = 1

T

ˆ T

0
ψ(x, t)dt. (2.5)

Note that due to the fluctuating free surface, tidal averaging cannot be done over a vertically varying
variable. For example, a hydrodynamic variable only exists for z > 0 for part of the tidal cycle. These
values can only be given under the rigid lid approximation or after vertical averaging. Finally, some
processes show large local fluctuations over the dune field. Therefore, we define the dune-averaged
value of ψ to be

(ψ ∗ d)(x) =
ˆ ∞

−∞
d(x− x̃)ψ(x̃)dx̃ =

1

λd

ˆ x+λd/2

x−λd/2
ψ(x̃)dx̃, (2.6)

for dune convolution filter

d(x) =

{
1
λd
, |x| ≤ λd/2

0, else
(2.7)

Some model output is directly proportional to dune slope or depth H, and hence changes sign over a
dune, making it unsuitable to determine the global influence. Hence, dune-averaging can be used to
filter out this dependence and to determine the global behaviour of highly varying variables.

2.2.2 Salt Intrusion Length and Stratification Quantification

Firstly, we define the main model output we use for investigating the influence of sand dunes on salt
intrusion. In line with Dijkstra et al. (2022), we define the maximum salt intrusion length Ls(t)
as the maximum distance from the seaward side where the maximum salinity over the water column
equals the critical concentration sc = 1 ppt. More specifically, we define it by

Ls(t) := max{x s.t. max
z
s(x, z, t) ≥ sc}. (2.8)
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Usually, it is assumed that this value is attained at the bed, i.e. maxz s(x, z, t) = s(x, zb, t). However,
this might not necessarily be the case over sand dunes. Since this is a function over time, we usually
depict this as the tidally averaged salt intrusion length ⟨Ls⟩ with excursion length

∆Ls := max(Ls)−min(Ls) (2.9)

over the last tidal cycle. An alternative definition would be the depth-averaged salt intrusion
length Ls(t) (Jongbloed et al., 2022; Hendrickx et al., 2023b), which we define as the maximum
distance from the seaward side where the depth-averaged salinity s(x) is equal to 1 ppt, or

Ls(t) := max{x s.t. s(x, t) ≥ sc} (2.10)

Again, this can be characterised by ⟨Ls⟩ and ∆Ls. In both measures, a larger salt intrusion length
excursion (∆) implies a larger tidal correlation.

Finally, we characterise the amount of stratification, as in the classification of MacCready and
Geyer (2010) of Figure 1.1, by the length of the 1-ppt-isohaline. We assume that the minimum salinity
is attained at the surface, and define the surface salt intrusion length as

Lsη(t) := max{x s.t. s(x, η, t) ≥ sc} (2.11)

This results in the horizontal length of the 1-ppt isohaline of Li := Ls−Lsη , which we describe by

⟨Li⟩ = ⟨Ls − Lsη⟩ = ⟨Ls⟩ − ⟨Lsη⟩, (2.12)
∆Li = max(Li)−min(Li) (2.13)

With small isohaline length ⟨Li⟩, a system tends to a well-mixed system and becomes more stratified
with increasing ⟨Li⟩. Moreover, a large value of ∆Li implies more tidal variation in classification.

2.2.3 Salt Flux Decomposition

The transport of salt can be quantified using the salt flux. Using the divergence-free condition Equa-
tion 2.2a, we can write

(u · ∇)s−∇ · (K∇s) = ∇ · (us)− s����:0
(∇ · u) −∇ · (K∇s) = ∇ · (us−K∇s).

Hence, the overall transport equation Equation 2.2c can be written as

∂s

∂t
+∇ ·Φ = 0, (2.14)

where

Φ =

(
Φh
Φv

)
:=

us−Kh

∂s

∂x

ws−Kv
∂s

∂z

 , (2.15)

is the overall salt flux in horizontal and vertical direction respectively, containing both an advective
and dispersive component.
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Horizontal and Vertical Components

As stated in Section 1.3, the salt intrusion length is a result of a balance of inflowing and outflowing
fluxes over the estuary. Therefore, we are mainly interested in the horizontal transport of salt over a
water column and define horizontal estuarine salt transport as

Qh(x) = ⟨H(x, t)Φh⟩ =

〈ˆ η(x,t)

zb(x)

(
us−Kh

∂s

∂x

)
dz

〉
, (2.16)

in ppt m2/s. We distinguish between the horizontal advective and dispersive transport7 components
as

Qu = ⟨Hus⟩, (2.17)

QKh
= −

〈
HKh

∂s

∂x

〉
(2.18)

respectively. These values can be interpreted as the horizontal flux through a water column of 1 m
width. Furthermore, vertical mixing decreases the salt intrusion length. Therefore, we quantify the
amount of vertical transport by the depth-averaged flux through a parcel of unit length and width
using

Tv(x) =
〈
Φv
〉
=

〈
1

H(x, t)

ˆ η(x,t)

zb(x)

(
ws−Kv

∂s

∂z

)
dz̃

〉
(2.19)

in ppt m/s. Similarly, we define vertical advective and dispersive transport as

Tw = ⟨ws⟩, (2.20)

TKv = −
〈
Kv

∂s

∂z

〉
, (2.21)

respectively. Note that we refer to both quantities Qh and Tv as transport, even though their physical
interpretation differs. A schematic representation of both the horizontal transport Qh and vertical
transport Tv is shown in Figure 2.2.

Decomposition of Advective Terms

To unravel which processes contribute to the overall salt transport in the estuary, we use a salt flux
decomposition. Due to the free surface, the averaging operators ψ and ⟨ψ⟩ are not commutative, and
the salt flux decomposition is structured differently than in Dijkstra et al. (2022). First, we write the
velocity components and salinity as a depth-averaged ψ, and depth-varying part ψ′, with

u(x, z, t) = u(x, t) + u′(x, z, t)

w(x, z, t) = w(x, t) + w′(x, z, t)

s(x, z, t) = s(x, t) + s′(x, z, t)

using Equation 2.4, such that the depth-averaged value of vertical variations equals ψ′ = 0, for ψ both
velocities and salinity. Subsequently, the depth-averaged value can be decomposed into a subtidal part

7We call it dispersive as the eddy diffusivity depends on the flow and turbulence and is, therefore, a combination of
diffusion and turbulent dispersion
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Figure 2.2: Visual representation of the horizontal and vertical transport definition.

and a tidally varying part, resulting in

u(x, z, t) = u0(x) + ut(x, t) + u′(x, z, t),

w(x, z, t) = w0(x) + wt(x, t) + w′(x, z, t),

s(x, z, t) = s0(x) + st(x, t) + s′(x, z, t),

where we use ψ0 = ⟨ψ⟩ and ψt = ψ−ψ0. Equally, we now have that the tidal mean of tidal variations
equals ⟨ut⟩ = 0. In that case, the horizontal salt flux decomposes (of which a full derivation is given
in Appendix A.1.4) into

Qu =u0s0⟨H⟩︸ ︷︷ ︸
:=Qh0

+ ⟨Hutst⟩︸ ︷︷ ︸
:=Qht

+ ⟨Hu′s′⟩︸ ︷︷ ︸
:=Q′

h

+u0⟨Hst⟩+ s0⟨Hut⟩︸ ︷︷ ︸
:=Qh0t

. (2.22)

Here we distinguish the subtidal depth-averaged transport Qh0 (due to river flushing), tidally-correlated
depth-averaged salt transport Qht (tidal motion, i.e. tidal pumping) and the shear transport Q′

h (em-
ploying vertical differences in flow velocity, both subtidal and tidal). For the vertical advective trans-
port Tw, an equivalent decomposition to the horizontal is performed, leading to

Tw = w0 s0︸ ︷︷ ︸
:=T v0

+ ⟨wtst⟩︸ ︷︷ ︸
:=T vt

+
〈
w′s′

〉︸ ︷︷ ︸
:=T ′

v

, (2.23)

which we refer to as the subtidal depth-averaged upward transport T v0 (due to a consistent upward
or downward velocity), tidally-correlated depth-averaged salt transport T vt (variations in mean vertical
velocity due to tidal activity) and the shear transport T ′

v (due to vertical variations in flux over the
water column). All these individual components can be found by postprocessing of the model outcomes
and are normalised by the tidal- and depth-averaged salt concentration ⟨s⟩, such that the order of
magnitude of the components is uniform along the estuary.

The term Qh0t is the residual of the averaging procedure and is usually small unless a large tidal
asymmetry is present. In the research of Kranenburg and van der Kaaij (2019) the decomposition is
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done by reversing the averaging procedures: first applying tidal averaging ⟨ψ⟩ and subsequently ap-
plying depth-averaging on the subtidal and tidal components, similar to the theoretical decomposition
under the rigid lid approximation of Dijkstra et al. (2022). However, Kranenburg and van der Kaaij
(2019) employ a model with surface displacement, and tidal averaging is done on the volume fluxes
through grid cells moving vertically with the surface displacement, ignoring the change of vertical
coordinates of the cells. The resulting error of this procedure is referred to as Stokes’ drift, and the
sum of all advective components does not equal the total advective transport. The benefit of this
decomposition is the splitting of the advective term into four components, as it allows for the shear
transport Q′

h to be decomposed into a subtidal- and tidally-correlated component. The 4-component
splitting method has been implemented for our model results and shows that the contribution of the
tidally-correlated shear component is rather small, in line with results of Pietrzak and Labeur (2004),
Kranenburg and van der Kaaij (2019), and Dijkstra et al. (2022) of the RWW. Therefore, Q′

h de-
notes the overall shear transport component, which mostly captures the subtidal shear of the subtidal
estuarine circulation.

Finally, note that the interpretation of the horizontal and vertical transport components differs and
a physical process can be traced back to different components. For example, the estuarine circulation
causes vertical variation in the horizontal flow and can be seen in Q′

h, whereas this causes a persistent
vertical flow that is seen in T v0. Hence, similar notation of transport components of Qh and Tv do not
necessarily belong to the same process.

Dune-averaging and Quantification of Vertical Mixing

The flow shows large fluctuations over the sand dunes, both dependent on depth and dune slope.
Dune-averaging allows for evaluating the net transport over a single dune as introduced in Subsec-
tion 2.2.1. Therefore, when sand dunes are implemented, most horizontal components will be shown
as the normalised dune-averaged value, i.e. by

Q̃ψ :=
Qψ ∗ d
⟨s⟩ ∗ d

, (2.24)

for each component of horizontal transport Qψ ∈ {Qu, Qv, QKh
, Qh0, Qht, Q

′
h, Qh0t} in m/s. Note that

this dune-filtering only applies when dunes are present in the system. Otherwise, we simply normalise
with

Q̃ψ(x) :=
Qψ
⟨s⟩

. (2.25)

For filtered vertical components of Tψ ∈ {Tv, Tw, TKv , Tv0, Tvt, T
′
v}, we first filter out the correlation to

the topography of each component and the cross-correlation of the normalised transport rate to the
topography by

T̃ψ(x) :=


(
Tψ ∗ d
⟨s⟩ ∗ d

)
∗ d, Hd > 0

Tψ

⟨s⟩
, Hd = 0

(2.26)

in m2/s. Note that both normalised filtered transport components are now more velocity components
and describe the relative transport to the background salinity profile. Furthermore, they are variables
along the estuary and we quantify the mean vertical exchange through the estuary using

Mv =
1

max(Ls)

ˆ max(Ls)

0
T̃vdx (2.27)
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that describes the vertical flux (both advective and dispersive), averaged in the region of significant
salinity concentration8.

The vertical velocity w over a single dune is of relatively equal magnitude but with an opposite
sign on each side of the sand dune (see Appendix Subsection A.1.3 for a simple analytic approach).
This means the dune-averaged value of the vertical flux (T̃v) can tend to zero. Therefore, additionally,
we quantify the amount of overall vertical advective transport using the absolute amount of vertical
mixing, which we describe using the stirring variable

S(x) =


〈
|w|s

〉
∗ d

⟨s⟩ ∗ d

 ∗ d. (2.28)

2.3 Classification of Dominant Processes, Estuaries and Regimes

In this section, we show the dominant processes in estuaries and show how estuaries and transport
regimes can be classified using a theoretical analysis of the flow and transport equations. These
processes are identified on the full estuary scale, and hence, the influence of local sand dunes is not
covered. A simple analytic interpretation of flow over sand dunes is provided in Appendix A.1.3.

2.3.1 Non-Dimensionalisation

We analyse the flow and transport equations theoretically using non-dimensionalisation of the system.
This shows the relative importance of certain processes and enables a reduction in the apparent total
number of free variables. We assume spatially uniform eddy viscosity and -diffusivity, in which case
the system (2.2) can be non-dimensionalised using

x = (Lx∗, hz∗) t = T t∗

u = (Uu∗,Ww∗) η = U2

g η
∗

∇ =

(
1

L

∂

∂x∗
,
1

h

∂

∂z∗

)
s = sseas

∗
(2.29)

where variables with an asterisk denote the non-dimensional formulation. Horizontal length scale L
is equal to the salt intrusion length, flow landward beyond this point is not considered as salinity
concentrations are small. Moreover, we introduce the vertical velocity scale W = Uh

L , and the flushing
time of the system T = L/U for background river velocity U = |Ur| = | − qr/H| (Kranenburg,
1986). Moreover, we assume that the eddy viscosity and diffusivity are uniform and related by the
Prandtl-Schmidt number σρ as

Ah
Kh

= σρ =
Av
Kv

. (2.30)

In that case, the system reduces to

∂u∗

∂t∗
+ u∗

∂u∗

∂x∗
+ w∗∂u

∗

∂z∗
=

1

Reh

∂2u∗

∂x∗2
+ St

∂2u∗

∂z∗2
−
∂η∗

∂x∗
− 1

Fr2r

ˆ η∗

z∗

∂s∗

∂x∗
dz̃∗, (2.31)

∂s∗

∂t∗
+ u∗

∂s∗

∂x∗
+ w∗ ∂s

∗

∂z∗
=

1

σρ

(
1

Reh

∂2s∗

∂x∗2
+ St

∂2s∗

∂z∗2

)
. (2.32)

where we use estuarine non-dimensional numbers relative to the flushing time. For this, we define
the

8We do not take the mean over the full estuary length L, as large (read: unrealistic) transport rates can appear at
regions of low salinity concentrations, a consequence of taking numerical gradients of small numbers and division of small
numbers (1/⟨s⟩)
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Freshwater Froude number: The ratio of the subtidal longitudinal flow velocity U = |Ur| to the
celerity c of the fastest internal wave by

Frr :=
U

c
(2.33)

where c =
√
gβsseah (MacCready & Geyer, 2010). Note that βssea is the mass density difference

between salt and fresh water.

Estuarine Stokes number: The ratio of the flushing time scale to a time scale for the water column
to fully mix by dispersion, equal to

St :=
Av
h2

T =
AvL

h2U
. (2.34)

Horizontal turbulent Reynolds number that describes the ratio of inertial and viscous forces

Reh :=
LU

Ah
. (2.35)

In this case we take turbulent stresses into account by using the the horizontal eddy viscosity
Ah.

For the RWW, we approximate the typical values by length L = 20 km, eddy viscosities Av =
10−3 m2/s, and Ah = 10 m2/s and flow velocities Ur = −0.1 m/s during summer river discharges
(Kranenburg & van der Kaaij, 2019; Dijkstra et al., 2022). For a mean water depth h = 15 m, gravita-
tional acceleration g = 9.81 m/s2 and seaward salinity ssea = 35 ppt, we have an internal wave celerity
of c = 1.98 m/s. This results in the non-dimensional quantities 1/Fr2r = O(102), St = O(10−1), and
1/Reh = O(10−2), which indicates the strong contribution of the baroclinic pressure gradient and
shows how the vertical processes dominate the horizontal.

2.3.2 Estuary Classification of Geyer and MacCready (2014)

Geyer and MacCready (2014) argue that the classification of an estuary can be based on the amount
of freshwater flushing, described on the freshwater Froude number Frr = |Ur|/c, and the amount of
freshwater mixing. The latter is described by a mixing parameter

M =

√
cDU2

t

ωch
(2.36)

which captures the tidal dynamics by angular frequency ω and the tidal velocity Ut, with the vertical
mixing by non-dimensional roughness coefficient cD ≈ (1−2.5) ·10−3 (Geyer & MacCready, 2014) (see
Appendix A.1.6 for more information and parameter equations). This classification only uses global
estuarine-scale parameters and does not rely on the eddy viscosity and -diffusivity, and can therefore
be used to classify estuaries based on global measurements.

The tidal elevation amplitude varies significantly over a spring-neap cycle and there is a large
variability in river discharge over the seasons, resulting in variability of M and Frr respectively. This
variability is estimated and visualised for the RWW in an overview of the seven classified regimes of
Geyer and MacCready (2014) in Figure 2.3. During summer conditions in the RWW, the classification
parameters equal Frr = 0.05 and M = 0.5 approximately, making it a strongly stratified estuary. The
horizontal border of the black rectangle is a result of a difference in tidal elevation amplitude due to
spring-neap variations, and the vertical border results from a changing river velocity between summer
and winter.
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Figure 2.3: Estuary classification of Geyer and MacCready (2014) (adapted), with indicated
classification of the RWW by the black dot.

If M would increase by an increase in tidal elevation amplitude or if Frr decreases even further,
the system would tend to a partially mixed estuary. Increasing the freshwater discharge, as during
winter conditions, results in a salt wedge regime, with a strong stratification and a clear saltwater
tongue.

The salt intrusion length is related to the parameters M and Frr and smaller values increase the
salt intrusion length. However, this classification determines the observable stratification structure by
the balance of dominant terms in the momentum balance, rather than a prediction of the salt intrusion
length. Hendrickx et al. (2023b) investigated the influence of estuarine-scale parameters on the salt
intrusion length using 1250 idealised 3D hydrodynamic model runs, covering the M -Frr parameter
space the classification of Geyer and MacCready (2014) shown in Figure 2.3 almost completely. They
show that the salt intrusion length is suppressed for larger values ofM and Frr and is largely determined
by (1) river discharge (2) cross-sectional area (especially water depth); (3) tidal damping/amplification;
and (4) tidal asymmetry, where (1,2) relate to Frr and the (4) to M . Tidal damping/amplification (3)
depends on geomorphology and does not directly relate to Frr and M , indicating that more processes
play a role in determining ⟨Ls⟩, even though the estuary classification remains equal.

2.3.3 Regime Classification of Dijkstra et al. (2022)

Dijkstra et al. (2022) classify narrow estuaries locally based on the dominant transport mechanisms
semi-analytically, using internal mixing parameters (such as Ah and Kv). They solve the system of
Equation 2.2 under the rigid lid approximation with spatially uniform eddy viscosity and -diffusivity
and Ah = 0 m2/s. Their classification is highlighted in this section, as it provides the basis for choosing
suitable eddy parameters during model development, but a full derivation is given in Appendix A.1.7.
Furthermore, we do not assume Ah = 0 m2/s in line with the system of Equation 2.2. Under the rigid
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lid assumption, we have that the depth-averaged flow velocity equals

1

H

ˆ 0

−H
udz = Ur + Ut cos(ωt)

for tidal velocity amplitude Ut throughout the whole estuary, analogous to the derivation in Subsec-
tion A.1.3. In turn, Dijkstra et al. (2022) introduce the tidal Froude number Frt. Moreover, the
characteristic time T of the system is chosen as the main M2 tidal forcing with angular frequency ω,
i.e. T = 1/ω. Consequently, Dijkstra et al. (2022) define the non-dimensional parameters relative to
this time scale and introduce the tidal Stokes number as

Stt :=
Av
h2
T =

Av
ωh2

(2.37)

which equals the ratio of a time scale for the water column to fully mix and the tidal time scale.
Furthermore, they introduce the estuarine Rayleigh number as the reciprocal of mixing by

Ra :=
h2c2

AvKh
, (2.38)

and relates the internal waves through the channel to the vertical eddy viscosity Av and horizontal
eddy diffusivity Kh. Note that the horizontal length scale L is not captured by the non-dimensional
numbers anymore. Hence, this scale itself is non-dimensionalised by

L := L
c

Kh
. (2.39)

as the ratio of the dispersive length scale Kh/c of horizontal diffusion and internal wave convection. For
spatially uniform eddy viscosity and -diffusivity, with Prandtl-Schmidt number σρ as in Equation 2.30,
this results in

∂u∗

∂t∗
+ Frr (SttRa) L−1

(
u∗
∂u∗

∂x∗
+ w∗∂u

∗

∂z∗

)
= (SttRa) L−2σρ

∂2u∗

∂x∗2
+ Stt

∂2u∗

∂z∗2

−Frr (SttRa) L−1 ∂η
∗

∂x∗
− Fr−1

r (SttRa) L−1

ˆ η∗

z∗

∂s∗

∂x∗
dz̃∗,

(2.40a)

∂s∗

∂t∗
+ Frr (SttRa) L−1

(
u∗
∂s∗

∂x∗
+ w∗ ∂s

∗

∂z∗

)
= (SttRa) L−2 ∂

2s∗

∂x∗2
+ Stt σ−1

ρ

∂2s∗

∂z∗2
.. (2.40b)

Dijkstra et al. (2022) argue that Frr may be interchanged with the tidal Froude number Frt = Ut/c for
tidal velocity amplitude Ut everywhere, and changes of these parameters change the inflow boundary
condition at x = 0 and influence the interior of the domain. Solutions9 to these equations are ap-
proximated with a numerical iteration scheme to find a finite number of eigenfunctions. Subsequently,
momentum Equation 2.40a and salt Equation 2.40b are decomposed into four and five processes re-
spectively. For most estuarine systems, Frr and Frt range from 0 to 1, Ra from 10 to 105, and StRa
from around 50 to 104. The large variability in Ra emanates from the large variability and uncertainty
in Av and Kh. Based on the relative contribution of these parameters, Dijkstra et al. (2022) identify
four subtidal transport regimes, and three tidally-correlated transport regimes.

9Solutions are equations that are in dynamic equilibrium with the tide, i.e. periodic over a tidal cycle.
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Parameters and Characteristic Values of the RWW

In Dijkstra et al. (2022), the authors use a 3D hydrodynamic model of the RWW from Kranenburg and
van der Kaaij (2019) with during low-discharge conditions (of Ur ≈ −0.1 m/s), which is used to identify
the dominant local transport processes. The main stratified region of the RWW is governed by the
subtidal Chatwin regime, where there is a balance between gravitational circulation and river-induced
flushing. Further upstream (at around x = 22 km in Figure 1.2), the tidally correlated depth-averaged
transport regime dominates. Previously, this was only associated with lateral tidal trapping processes,
but the authors show that this can also exist without strong variations in geomorphology.

The model results give Frr ≈ 0.05, Ra ≈ 6 · 104, and SttRa ≈ 1.9 · 103 in the main bulk of
the estuary up to the salt intrusion limit. Using a length scale of L = 20 km, with these values we
obtain

Frr (SttRa) L−1 = 3.52 · 10−2 (2.41a)

(SttRa) L−2 = 2.61 · 10−4 (2.41b)

Stt = 3.17 · 10−2 (2.41c)

Fr−1
r (SttRa) L−1 = 14.1 (2.41d)

which again shows the huge importance of the baroclinic pressure gradient on flow by many orders.
Moreover, advection and the barotropic pressure gradient (both by Frr (SttRa) L−1) are balanced
by vertical viscosity and diffusion (by St) due to an equal order of magnitude. Furthermore, we
see that the influence of horizontal viscosity and diffusion is negligible (by (SttRa) L−2 being two
orders smaller in magnitude). Lastly, the model output shows that the eddy viscosity parameters are
approximately equal to Ah = 10 m2/s and Av = 10−3 m2/s throughout the estuary. These values will
be considered for the development of the 2DV model and the transport mechanisms throughout the
estuary (longitudinally) as shown in Dijkstra et al. (2022) can be used for verification of the developed
model.
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Model Implementation and
Development

The model will be implemented in Delft3D-FLOW, which is a commercial software package managed
by Deltares that offers a suite of models for simulating hydrodynamics, sediment transport, water
quality, and ecology, and is commonly used for coastal and delta management, river engineering, and
offshore design (Deltares, 2018). In this chapter, we describe how the flow and transport equations are
implemented in the software, and specify the turbulence closure and boundary conditions. Moreover,
subsequent model development will be described, showing the spatial convergence of the model and
explaining modelling choices.

3.1 Model Formulation in Delft3D-FLOW

In this section, we present the final model equations, including all boundary conditions and turbulence
closure. First, we start with the flow and transport equations as already introduced in Chapter 2. Next,
we introduce the necessary turbulence closure to determine eddy parameters. Finally, we highlight
where salinity interacts with the flow.

Delft3D-FLOW solves the Reynolds-averaged Navier-Stokes equations for an incompressible fluid,
neglecting non-hydrostatic effects and applying the shallow water approximation. Moreover, Reynolds
stresses are modelled using the eddy viscosity concept, assuming different horizontal and vertical
turbulence length scales. This leads to the model equations as in Equation 2.2, where A and K are
solved using a turbulence closure. For shallow water flow the stress and diffusion tensor are assumed to
be anisotropic. The horizontal eddy viscosity coefficient is much larger than the vertical eddy viscosity
(Ah ≫ Av). Ah is mostly associated with the contribution of horizontal turbulent motions and forcings
that are not resolved by the Reynolds-averaged shallow-water equation on the (usually relatively coarse)
horizontal grid. A sub-grid scale (SGS) horizontal eddy viscosity νSGS model can be introduced to
model some of the turbulent effects smaller than the grid size by an additional stress term through
a methodology called Horizontal Large Eddy Simulation (HLES), together with a constant horizontal
eddy viscosity νBACK

h . Later, we argue that the SGS model is unsuitable when implementing sand
dunes in the topography explicitly, and we only use the constant background values.

3.1.1 Coordinate Transformation

In Delft3D-FLOW version 4, two grid types are available for the vertical direction: the (default)
boundary-fitted σ-coordinates and a strictly horizontal grid called the z-grid. The σ-coordinate model
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provides an accurate representation of the bathymetry and is therefore well-suited for simulating bound-
ary layer processes. The z-coordinate model is introduced as the σ-grid is not able to reproduce realistic
results in highly stratified systems with steep bottom topography. Bijvelds (2001) has shown that dif-
ferences between the two grids are only observed when modelling regions with steep topography and
coarse horizontal grids. To minimise the numerical diffusion, a vertical grid should be used with grid
lines coinciding with the direction of anticipated flow fields and density gradients. Moreover, the results
of both models should converge for sufficiently high horizontal resolution. This argues for the use of a
Cartesian grid, but we hypothesise that near-bed boundary layer modelling is necessary to determine
vertical mixing accurately and to implement estuarine sand dunes explicitly. Hence, we desire small
vertical grid sizes near the bed. For an undulating topography of large dune height Hd, the compu-
tational time needed for the z−model would be infeasible if the complete dune field is captured by
grid cells sufficiently small in the vertical direction. Therefore, the σ-grid will be used, which allows
for small grid cells with small vertical scales above the bed, without drastically increasing the total
number of grid cells. Moreover, this is likely to directly align the grid with vertical density gradients,
as no global bed slope will be implemented.

The implementation of this vertical transformation results in different model equations. Using the
water depth H = η − zb, the σ-coordinate system is introduced with

ξ = x, σ =
z − η

H
, τ = t (3.1a)

such that the vertical dimension is always resolved in the constant domain from σ = −1 at the bed
z = zb to σ = 0 at z = η. The time and space derivatives in the Cartesian coordinate system are
subsequently expressed in σ-coordinates as

∂

∂t
=

∂

∂τ
+
∂σ

∂t

∂

∂σ
, (3.1b)

∂

∂x
=

∂

∂ξ
+
∂σ

∂x

∂

∂σ
, (3.1c)

∂

∂z
=
∂σ

∂z

∂

∂σ
=

1

H

∂

∂σ
. (3.1d)

The horizontal velocity u remains strictly horizontal in the new coordinate system. We will therefore
use the same notation in subsequent equations. The Cartesian vertical velocity equates to w = Dz/Dt,
in the σ-plane this vertical velocity is denoted by ω and can be obtained similarly by

ω = H
Dσ

DT
= w −

(
∂η

∂t
+ u

∂η

∂x

)
− σ

(
∂H

∂t
+ u

∂H

∂x

)
(3.2)

The full set of equations for σ−coordinates is given in the user manual of Delft3D-FLOW. The model
equations are simplified in the 2DV setting and reiterated in this section. The interaction of salinity
and flow is highlighted in parts of the equations in red, which is summarised in Subsection 3.2.4. The
complete set of equations is given in Appendix A.2.1.

3.1.2 Flow Equations

Continuity Equation

Integration of the continuity equation over the water depth leads to an evolution equation for the free
surface η by

∂η

∂τ
+
∂Hu

∂ξ
= 0 (3.3)
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where u is the depth-averaged horizontal velocity, defined as

u =

ˆ 0

−1
udσ.

Momentum Equation

In σ−coordinates, the vertical momentum equation equals

∂p

∂σ
= −gρ,

which yields a formulation for the hydrostatic horizontal pressure gradient after integration. Subse-
quently, the horizontal momentum equation reads

∂u

∂τ
+ u

∂u

∂ξ
+

ω

H

∂u

∂σ
=

∂

∂ξ

(
Ah

∂u

∂ξ

)
+

1

H2

∂

∂σ

(
Av

∂u

∂σ

)
− g

∂η

∂ξ
− gH

ρ0

ˆ 0

σ

∂ρ

∂ξ
+
∂ρ

∂σ

∂σ

∂x
dσ′. (3.4a)

Note that the horizontal coordinate transformation term ∂σ/∂x of Equation 3.1c is only implemented
in the barotropic pressure contribution and is neglected in the viscous term. This is done following
the work of Mellor and Blumberg (1985), to prevent an unphysically large net flux component normal
to the bottom (Bijvelds, 2001). However, not taking into account the full set of transformed terms
for the diffusive fluxes leads to artificial vertical mixing in flow over steep sloping beds. Inclusion of
all terms reduces these mixing effects but does not eliminate them (Cornelissen, 2004). We assume
that this numerical influence will be relatively small as no sloping bed is present and due to the small
contribution of the overall horizontal viscous terms as shown in the non-dimensionalisation.

Again, the total horizontal and vertical eddy viscosity are represented by Ah and Av respectively.
However, as opposed to the theoretical analysis, these are not constant but are given by the turbulence
closure and given by

Av = νmol +max(ν3D, ν
BACK
v ) (3.4b)

Ah = Av + νSGS + νBACK
h (3.4c)

respectively. This includes the molecular kinematic viscosity of water νmol, and the turbulence part ν3D
as defined by the turbulence closure model for the vertical direction. In the horizontal direction, the
sub-grid viscosity νSGS from the HLES turbulence model is included (see next section). Background
eddy viscosities νBACK are available in Delft3D-FLOW that provide a lower bound for the eddy
viscosity and are user-specified.

3.1.3 Transport Equation for Salt

The salt transport equation in conservative form for the σ-grid is specified by

∂(Hs)

∂τ
+
∂(Hus)

∂ξ
+
∂(ωs)

∂σ
=

∂

∂ξ

(
HKh

∂s

∂ξ

)
+

1

H

∂

∂σ

(
Kv

∂s

∂σ

)
, (3.5a)

where again the horizontal grid transformation is neglected. The total horizontal and vertical eddy
viscosity Kh, Kv are not constant and are determined by the turbulence closure. Similar to the eddy
viscosity, the eddy diffusivity is implemented by

Kv =
νmol
σmol

+max(D3D, D
BACK
v ) (3.5b)

Kh = Kv +DSGS +DBACK
h (3.5c)
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with equivalent meaning for subscripts and for the molecular Prandtl-Schmidt number σmol = 700 for
the molecular mixing of salt. The turbulent eddy diffusivity components are computed relative to the
eddy viscosity by

D3D =
ν3D
σρ

, (3.5d)

DSGS =
νSGS
σρ

, (3.5e)

with the Prandtl-Schmidt number σρ = 0.7. Finally, salt changes the density ρ by the equation of
state. In Delft3D-FLOW, two different formulations are possible10 and we employ the default setting
of the Eckart formulation ρ = ρEck(s) (Equation 1.2) as already described in Section 1.2.

3.1.4 Turbulence Closure

Four turbulence models are available within Delft3D-FLOW, which are in increasing order of complexity
the 1) constant coefficient model, 2) Algebraic Eddy viscosity closure model, 3) k-L turbulence closure
model, and 4) k-ϵ turbulence closure model. Of these, the k-ϵ model is most suitable for highly-
stratified systems (Warner et al., 2005; Deltares, 2018) and has been implemented successfully for
both salt wedge and partially mixed estuaries (Li et al., 2005; Ralston et al., 2017). The eddy viscosity
is determined by the turbulent kinetic energy k and the dissipation ϵ by

ν3D = cµ
k2

ϵ
,

for empirical constant cµ = 0.09. The values of k and ϵ are found by solving two non-linearly coupled
transport equations given by

∂k

∂τ
+ u

∂k

∂ξ
+

ω

H

∂k

∂σ
=

1

H2

∂

∂σ

(
Dk

∂k

∂σ

)
+ Pk +Bk − ϵ (3.6a)

∂ϵ

∂τ
+ u

∂ϵ

∂ξ
+

ω

H

∂ϵ

∂σ
=

1

H2

∂

∂σ

(
Dϵ

∂ϵ

∂σ

)
+ c1ϵ

ϵ

k

(
Pk + (1− c3ϵ)Bk −

c2ϵ
c1ϵ
ϵ

)
. (3.6b)

It is argued that the conservation of the turbulent quantities is less important and the transport
equations are implemented in a non-conservative form (Deltares, 2018). Again, the curvature of the
σ-grid has been neglected. These equations are coupled by means of their eddy diffusivity Dk and Dϵ,
defined by

Dk =
νmol
σmol

+
ν3D
σk

and Dϵ =
ν3D
σϵ

, (3.6c)

using the turbulence Prandtl-Schmidt numbers σk = 1.00 and σϵ = 1.30. The production Pk of turbu-
lent kinetic energy is prescribed by changes in horizontal velocity over the water column, with

Pk =
ν3D
H2

(
∂u

∂σ

)2

. (3.6d)

The horizontal gradient of u and gradient of ω are neglected as they are considered small compared
to the vertical gradient of u (Deltares, 2018). The buoyancy flux models the influence of stratification
on turbulence by

Bk =
g

Hρ

ν3D
σρ

∂ρ

∂σ
. (3.6e)

10See Appendix A.2.2.
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The relative influence of the production and energy dissipation is implemented using the constants
c1ϵ = 1.44 and c2ϵ = 1.92. The buoyancy constant c3ϵ is a boolean variable and equals zero in case of
unstable stratification, in Delft3D-FLOW implemented by

c3ϵ = 1

(
−
∂ρ

∂σ

)
,

with Heaviside step function 1, representing stability of stratification by means of Rig. For estuarine
systems where vertical stratification is present, we generally have Bk ≤ 0, meaning that vertical salinity
gradients lead to a reduction in the increase of k. Stable stratification leads to damping of turbulent
mixing while unstable stratification leads to higher mixing

3.1.5 Boundary Conditions

Vertical Boundary Conditions

At the bed and free surface, the kinematic boundary condition imposes no flow through the vertical
boundaries by

ω = 0, σ = −1 (3.7)
ω = 0, σ = 0 (3.8)

Moreover, as wind effects are neglected, the dynamic boundary condition for the momentum equations
at the free surface is equal to

∂u

∂σ
= 0, σ = 0. (3.9)

For the dynamic boundary condition at the bed, we assume a logarithmic flow profile and the contri-
bution of the vertical velocity w above the bed is neglected. A bed roughness height z0 is specified, at
which the horizontal velocity equals zero. For the k-ϵ model to function properly, it is required that
the closest grid point to the bed ∆zb is located within the logarithmic boundary layer. In that case,
the shear velocity is approximated by

u∗ =
κ

ln(1 + ∆zb
2z0

)
ub (3.10)

in which ub is the flow velocity in the first layer just above the bed. It is assumed that the bed shear
stress is related quadratically to the shear current just above the bed u∗ by τb = ρ0u∗|u∗|. Hence, the
bed shear stress, and subsequently the bed boundary condition is equal to

Av
H

∂u

∂σ
=
τb
ρ0

=

(
κ

ln(1 + ∆zb
2z0

)

)2

ub|ub|, σ = −1 (3.11a)

For salt transport at the vertical boundaries, no vertical-flux conditions Φv = 0 are imposed. Using
the boundary condition of ω above, this simplifies to

Kv

H

∂s

∂σ
= 0, σ = −1, (3.11b)

Kv

H

∂s

∂σ
= 0, σ = 0. (3.11c)
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Open Boundary Conditions

At open boundaries, we either specify the horizontal flow velocity, or the free surface elevation. At the
seaward boundary x = 0 = ξ, we use a single harmonic time series for the free surface elevation

η(0, τ) = ηsea(τ) = Asea cos(ωτ + ϕ). (3.12a)

with tidal elevation amplitude Asea, frequency ω and phase difference ϕ = 0 without loss of generality.
As the free surface elevation is specified, the relative vertical velocity ω is assumed to equal zero over
the water column, and the horizontal velocity is free and solved by Equation 3.4a under the assumption
of zero momentum flux ∂u/∂ξ = 0, resulting in

ω = 0 (3.12b)

∂u

∂τ
=

1

H2

∂

∂σ

(
Av

∂u

∂σ

)
− g

∂η

∂ξ
− gH

ρ0

ˆ 0

σ

∂ρ

∂ξ
+
∂ρ

∂σ

∂σ

∂x
dσ′ (3.12c)

at η = 0. Similarly, in case of outflow (u < 0), the salinity is free and solved by the transport
Equation 3.5a, salinity is uniform over depth and equal to the salinity ssea at sea in case of inflow:

∂Hs

∂τ
+
∂Hus

∂ξ
=

∂

∂ξ

(
HKh

∂s

∂ξ

)
+

1

H

∂

∂σ

(
Kv

∂s

∂σ

)
u < 0

s = ssea u > 0

(3.12d)

At the riverine side x = L = ξ, we impose a freshwater inflow through a discharge definition. The flow
velocity on this boundary is given by the logarithmic law of the wall profile proportional to the water
depth at any moment (in Cartesian coordinates), and the vertical velocity is set to zero. Hence, the
flow velocity is always positive and salinity can be given by a Dirichlet boundary condition:

ω = 0. (3.13a)

u =
u∗
κ

ln

(
H + z

H + z0

)
, (3.13b)

s = sriver (3.13c)

where κ = 0.41 denotes the vón Karman constant and z0 = 0.001 m (see Subsection 3.2.3) is the height
at which the flow velocity equals 0 m/s theoretically. This value is related to the bed roughness and
determines the steepness of the logarithmic profile. Here, we solve for u∗, such that the logarithmic
profile ensures the depth-averaged velocity with

ˆ 0

−1
udσ = −qr

H
. (3.14)

Turbulence Boundary Conditions

Dirichlet boundary conditions are imposed at the bed and free surface, for the turbulent kinetic energy
we prescribe

k = 0, σ = 0, (3.15a)

k =
u2∗√
cµ
, σ = −1. (3.15b)
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and for the dissipation ϵ,

ϵ = 0, σ = 0, (3.15c)

ϵ =
u3∗
κz0

, σ = −1. (3.15d)

Here again, u∗ denotes the friction velocity just above the bed as in Equation 3.10. In case of outflow
(u < 0) at the seaward side ξ = 0, the turbulent quantities are computed by their respective transport
equations without horizontal advection by

∂k

∂τ
=

1

H2

∂

∂σ

(
Dk

∂k

∂σ

)
+ Pk +Bk − ϵ (3.16a)

∂ϵ

∂τ
=

1

H2

∂

∂σ

(
Dϵ

∂ϵ

∂σ

)
+ c1ϵ

ϵ

k

(
Pk + (1− c3ϵ)Bk −

c2ϵ
c1ϵ
ϵ

)
. (3.16b)

In case of flow into the domain at the seaward side (ξ = 0, u > 0), and at the riverine side (ξ = L), a
Dirichlet vertical distribution over z is imposed with

k(z) =
u2∗√
cµ

(
1− z + h

H

)
, (3.16c)

ϵ(z) =
|u∗|3

κ(z + h)
, (3.16d)

This is a linear profile in turbulent kinetic energy from the bed to the free surface and a hyperbolic
distribution for the dissipation with infinitely large dissipation at the bed.

3.1.6 Initial Condition

At the start of the simulation, boundary conditions do not necessarily align with the initial condition.
Therefore, a smoothing period of 1 hour is defined in which a linear interpolation is applied between
the actual field value and the boundary condition to reduce spin-up time. However, this does not apply
to salinity and the boundaries should match the initial value. The precise construction of an initial
condition over the full grid, for model settings in the RWW is described in Subsection 3.2.5.

3.2 Model Settings, Geometry and Parameter Values

In this section, we describe the geometry and topography we use to schematically represent the RWW
in Delft3D-FLOW. Moreover, we describe the interaction of salinity and flow in Delft3D-FLOW, which
ultimately leads to further specification of the turbulence model.

3.2.1 Geometry and Boundary Values

Corresponding to the RWW, the average water depth is set to h = 15 m and an estuary length of
L = 50 km is sufficient to capture the expected salt intrusion lengths. We only use the semi-diurnal
lunar tidal constituent M2 with period T = 12.42 h and angular frequency ω = 2π/T , and tidal
elevation amplitude Asea = 1; realistic at Hoek van Holland (Rijkswaterstaat, 2023b). In the case
of inflowing horizontal velocities, a vertically uniform seaward salinity of ssea = 35 ppt is prescribed.
A width-averaged river discharge of qr = 1.5 m2/s introduces an average river flow velocity of Ur =
−qr/h = −0.1 m/s with no salinity (sriver = 0 ppt). For a uniform rectangular estuary of depth
h = 15 m and width B = 500 m, this corresponds to a discharge of 750 m3/s. For the RWW these
flow velocities are approximately in line with a discharge of 1,000 m3/s at Lobith (Dijkstra et al.,
2022).
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3.2.2 Topography

We define sand dunes relative to z = −h such that the mean bed level remains at this level when
no human interventions are in place. The local bed level is defined at zb(x) = −h + hd(x) for dune
function11 hd, for which we use a product of functions, with

hd(x) =
Hd

2
bd(x)Λd(x), (3.17)

where Hd is the overall height of the dunes, bd(x) ∈ [0, 1] an envelope function used to impose dunes
on the interior of the domain (such that they are not too close to the boundaries) and the dune
shape function Λd(x), describing the geometry of the dunes. Human interventions such as dredging
and dumping can be implemented by changing the definition of the bed level zb, as will be discussed
Subsection 5.2.1. To limit the interaction of boundary conditions effects on sand dunes, we restrict the
topography to the middle of the domain. A typical envelope function would be the logistic function,
symmetric over the estuary with

bd(x) =
1

1 + exp
(
−4(x−L0)

∆L0

) +
1

1 + exp
(
−4(L−x−L0)

∆L0

) − 1. (3.18)

which ensures that sand dunes are mainly located between L0 ≤ x ≤ L − L0 with b(L0) =
1
2 , as long

as L0 is not close to L/2. Parameter ∆L0 is the characteristic length in which the spatial smooth
start-up of the sand dunes is located with b(L0 − ∆L0) = 0.018 and b(L0 + ∆L0) = 0.982. An
example for L = 50 km can be seen in Figure 3.1. However, local adaptations of this function are
possible and regional dune height changes can also be implemented with this function (also discussed
in Subsection 5.2.1).

As described in Section 1.5 and shown in Figure 1.4, the landward facing slope is referred to as
the stoss side with length λs and the seaward facing slope is the lee side with length λl. In line with
Knaapen (2005), we characterise the asymmetry of the dunes by the difference between the stoss and
lee side, relative to the overall length of the dune, i.e. by

Ad =
λs − λl
λd

∈ [−1, 1]. (3.19)

A positive value of Ad > 0 means λs > λl, i.e. ebb-oriented estuarine sand dunes (as in Figure 1.4).
Note that we can find the length of each side by

λl =
1−Ad

2
λd, (3.20)

λs =
1 +Ad

2
λd. (3.21)

Subsequently, for the dune geometry, we use the shape formulation

Λd(x) =


sin
(
2πx
λd

)
Ad = 0

2
πAd

arctan

(
sin(π

2
Ad) sin

(
2πx
λd

)
1−sin(π

2
Ad) cos

(
2πx
λd

)
)

Ad ∈ [−1, 1] \ {0}
(3.22)

which leads to an asymmetrical periodic function with dune length λd and amplitude 1. A visualisation
of the shape function Λd(x) as given in Equation 3.22 for positive Ad is shown in Figure 3.2.

11The dune function hd has mean zero along the estuary.

Page 38 of 96



CHAPTER 3. MODEL IMPLEMENTATION AND DEVELOPMENT

Figure 3.1: Visualisation of envelope function bd(x) on a domain of length L = 50 km for various
envelope function parameters L0, ∆L0.

Figure 3.2: Visualisation of shape function Λd(x) for increasing value of dune asymmetry Ad.

Lee Side Dune Angle

When increasing dune asymmetry, the dune angle increases which may lead to flow separation as
described in Section 1.5, which can not be modelled by Delft3D-FLOW. Therefore, we evaluate what
dune angles are imposed with changing shape parameters. The largest positive and largest negative
slopes are attained at x = 0 and x = λd/2 respectively, i.e. in the middle of each respective slope.
With the dune shape formulation Λd, we can determine the dune angle analytically. Without loss of
generality, we assume that Ad > 0 and λl < λs such that the largest dune angle is achieved at the lee
side. Then, the mean angle of the lee side equals

ϕd,mean = arctan

(
Hd

λl

)
= arctan

(
Hd

λd

2

1−Ad

)
. (3.23)

The maximum local negative slope is achieved at the point x = 0, where

∂

∂x
Λd(x)

∣∣∣∣∣
x=0

=
4 sin(π2Ad)

Adλd(1− sin(π2Ad))
,

which means the lee side has a maximum slope angle of

ϕd,max = arctan

(
Hd

λd

2 sin(π2Ad)

Ad(1− sin(π2Ad))

)
. (3.24)

Hence, both the mean and maximum dune angle are functions of the dune’s aspect ratio Hd/λd, and
the asymmetry parameter Ad, which is visualised in Figure 3.3.
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Figure 3.3: (a) Mean angle of the lee side from trough to crest, (b) maximum angle of the lee side.
Both as a function of dune aspect ratio Hd/λd and dune asymmetry Ad. Solid black lines indicate an

angle of 14◦, and dashed lines of 7◦ and 21◦ respectively.

3.2.3 Value of Roughness Height

In Delft3D-FLOW, a bed roughness should be defined that determines the shear velocity and in turn
the dynamic boundary condition (3.11a). We do so by a uniform roughness height z0 that does not
depend on the instantaneous water depth H and is thus independent of sand dune topography. This
roughness height can be interpreted as the distance above the bed where the tangential flow velocity is
zero. To determine the value of z0, we consider all alternative roughness definitions to find a suitable
roughness length. In most coastal engineering applications, roughness formulations revolve around the
Chezy parameter where

τb
ρ0

=
gub|ub|
C2

, (3.25)

for Chézy coefficient C. This parameter ranges from C = 30 m1/2/s for very rough systems to C =
90 m1/2/s for smooth systems. Other roughness definitions in Delft3D-FLOW are the Manning’s
formulation with C = h1/6/n for Manning’s coefficient n and White-Colebrook’s formulation with
C = 18 log10(12h/ks) for Nikuradse coefficient ks. For sandy beds in relatively slow-flowing channels
without vegetation, Manning’s coefficient is empirically validated around 0.023 to 0.025 m−1/3 s and
Nikuradse roughness length ranges from 0.01 m to 0.1 m, motivating our choice C = 65 m1/2/s. In
turn, we will use a spatially uniform roughness height of

z0 =
h

e(eκC/
√
g − 1)

≈ 0.001 m (3.26)

for mean water depth h = 15 m and Von Kárman constant κ = 0.41.

3.2.4 Turbulence Modelling and the Interaction of Salinity and Flow

The transport of salt within estuarine systems is primarily governed by fluid properties, including
advection and diffusion, but also turbulence. In this subsection, we describe the implementation of
this interaction with flow and turbulence in more detail, such that a model choice can be made on the
turbulence models and model parameters.

Estuarine flow is inherently turbulent, and capturing this turbulence accurately in our model is
crucial. Initial model development revealed that even minor fluctuations in turbulence parameters
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significantly affect salt intrusion length. Initially, we developed a model without a turbulence closure
model, leading to large oscillations and instabilities. Moreover, for partly mixed and strongly satis-
fied systems, implementation of the k-ϵ turbulence model is always recommended to introduce local
and temporal variability in the turbulent effects (Deltares, 2018). Therefore, the k-ϵ model was em-
ployed to introduce additional viscosity and diffusion via ν3D, effectively modelling turbulent estuarine
behaviour.

The interaction of salinity and flow in Delft3D-FLOW are highlighted in the equations above,
especially those with variable density. Note that the boundary conditions merely use constant reference
density ρ0 and not the variable density ρ, following the Boussinesq assumption. The same applies to
the baroclinic pressure term ∂η

∂ξ in the horizontal momentum equation. Horizontal density gradients
mainly affect the horizontal velocity through the baroclinic density gradient in the momentum equation,
giving rise to gravitational circulation. The influence of vertical density gradients (stratification) is
much smaller and is only applied due to the coordinate transformation.

Turbulent diffusion of salt is taken into account by an increase in the diffusivity parameter. Con-
versely, literature indicates that stratification also greatly reduces turbulent production. In Delft3D-
FLOW this is reproduced by the buoyancy flux term Bk in the turbulence closure Equation 3.6e.
Greater stratification reduces turbulent kinetic energy k, subsequently decreasing turbulent eddy vis-
cosity νdD and significantly suppressing turbulent salinity dispersion.

In estuaries, horizontal scales are usually assumed to be much larger than vertical scales, and the
same applies to turbulent scales. Therefore, Delft3D-FLOW allows for separate specifications of tur-
bulent processes in both directions. The user manual recommends modelling 2D horizontal turbulence
in simulations with vertical layers (hence also 2DV) either using the HLES model or spatially uniform
horizontal eddy viscosity (Deltares, 2018). A vertical background viscosity νBACK

v = 10−4 m2/s is
applied to limit short oscillations, to model the influence of internal waves unaccounted for by the tur-
bulence closure and, more importantly, to obtain physical model results representative for the RWW
(see Appendix A.2.4 for more information). All other background values are set to zero to limit the
influence of user-defined parameter values while emphasizing intrinsic model processes, and the influ-
ence of the HLES model and performance of the k-ϵ model for basic settings is evaluated, which yields
the following conclusions.

HLES model:
The SGS model directly introduces additional horizontal viscosity (by means of νSGS) as a function
of depth H and horizontal flow gradients ∂u/∂x, both of which are directly related to sand dunes
(see Subsection A.1.3). This implies that the HLES model is unsuitable for modelling horizontal eddy
effects over sand dunes and is more useful for bathymetry changes on a larger scale. We consider the
background parameter νBACK

h more suitable, as it models the subgrid horizontal turbulence uniformly
over the domain, rather than the large variability over the sand dunes locally.

k-ϵ model:
The k-ϵ model, employing the model settings outlined in Table 3.1, results in an eddy viscosity ν3D in
the order of 10−2. Literature suggests that magnitudes of Av ≥ 10−4 and Ah ≥ 100 m2/s are to be
expected, more specifically, we estimate the order of individual components as

Av
O(10−4)

= νmol
O(10−6)

+max( ν3D
O(10−2)

, νBACK
v ), (3.27)

Ah
O(100−102)

= Av
O(10−4)

+ νSGS + νBACK
h . (3.28)

Consequently, the k-ϵ model can model vertical eddy effects, but it does not capture horizontal struc-
tures. Background values are essential for an accurate study of salt dispersion, especially in scenarios
where the HLES model cannot be employed. This implies that the k-ϵ model captures dune effects
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on turbulence primarily in the vertical dimension and background values account for some of the
un-modelled dynamics.

All in all, larger background values are necessary for physically representative model results, but
should not override all turbulent vertical mixing that can be modelled by the k-ϵ model. Background
parameter values are chosen in line with the constant eddy viscosity and diffusivity as in Dijkstra
et al. (2022) and described in Subsection 2.3.3, using the salinity Prandtl Schmidt number σρ = 0.7.
These model settings show the expected transport regime of a partially mixed estuary. The value of
νBACK
v = 10−3 m2/s is increased to obtain a more physically representative result. The initially used

value of 10−4 m2/s resulted in a salt wedge with an unphysically large salt intrusion length. A more
detailed analysis of the influence of these background values on the salt intrusion length is discussed
in Section 4.5.

3.2.5 Initial Condition for the RWW

The initial surface elevation is set to η(x, 0) = 0, the initial vertical velocity to w = 0 m/s and the
initial horizontal velocity is imposed by a logarithmic law-of-the-wall function, such that u(x, 0) =
−qr/H(x, 0) over the whole domain, similar to the river inflow boundary Equation 3.13b. During
initial model development, a linearly decreasing salinity profile from the sea to the river is specified,
uniform over depth, i.e. by

s(x, z, 0) = ssea

(
1− x

L

)
, ∀z.

After around five days of simulation time, most models almost reached dynamic equilibrium. It turns
out that the system attains dynamic equilibrium more quickly by flushing the system (i.e. imposing
too much landward salinity initially), than by letting the salt intrusion naturally develop from the
seaward side (i.e. flow in). Furthermore, the stratification occurred even more quickly. Most model
runs ended up with a horizontal salt profile ⟨s⟩ that can be approximated by a third-order polynomial
from x = 0 km to x = ⟨Ls⟩.

Figure 3.4: Initial conditions for horizontal flow velocity u (left) and initial longitudinal salinity
profile s, uniform over depth (right).

Considering the timescale of flushing, the relatively fast presence of stratification, and the eventual
longitudinal distribution, the initial salinity profile in subsequent models was given by a quadratic
polynomial from x0,sea = 5 km to x0,river = 35 km (slightly further than the expected salt intrusion
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length). A function is defined that specifies the salinity uniform over depth and only introduces
longitudinal variation by

s(x, z, 0) =


ssea, x ∈ [0, x0,sea]

ssea

(
x−x0,river

x0,river−x0,sea

)2
, x ∈ [x0,sea, x0,river]

sriver, x ∈ [x0,river, L].

(3.29)

These initial condition equations for u and s are described analytically (as shown in Figure 3.4), mapped
to the discretised grid, and written to a .ini file using a Matlab script. Model output can be used as
an initial condition for new model runs which do not differ significantly in topography and boundary
conditions, which gives even faster convergence and reduces computational time significantly.

3.3 Numerical Methods and Discretisation

In this section, we describe the discretisation of the system, highlight the attention required for defining
vertical layers, and present the numerical method and timestep restrictions.

3.3.1 Horizontal Discretisation

The horizontal length L is discretised by a pre-determined uniform grid size ∆x, creating N = L/∆x
horizontal grid cells. The influence of longer boundaries with larger grid cell sizes near the boundaries
has been tested but showed a negligible impact on model output. The bathymetry is implemented
using Equation 3.17 on the cell edges xi−1/2 = (i − 1

2)∆x. As Λd is an analytic expression for all
x, the maximum height at z = −h + Hd/2 might not be reached on the cell edges with the used
discretisation. Therefore, to ensure that sand dunes also have height Hd in the discretised space, the
discretised topography is re-normalised with maxi Λd(xi−1/2). Hence, the bathymetry in discrete space
equals

zb(xi−1/2) = −h+
Hd

2
bd(xi−1/2)

Λd(xi−1/2)

maxi Λd(xi−1/2)
, (3.30)

such that model results do not depend on the used horizontal discretisation but on varying Hd

only.

3.3.2 Vertical Discretisation

The σ-layers are defined from the bed layer k = 1 to the top layer12 k = K by means of fractions fk of
the total water depth13, with

∑K
k=1 fk = 100%. Subsequently, layer heights are equal to ∆zi,k = fkHi

for horizontal grid cell i for any moment in time (and ∆zi+1/2,k = fkHi+1/2 at the cell faces).

Initial model development has shown the importance of implementing small layers near the bed
for accurate flow and turbulence modelling, as well as top layers small enough for accurate modelling
of salt transport. Taking both into account, we propose a linear increase in thickness layer of ∆f per
layer in the bottom K/2 layers (fk = fk−1 +∆f for k = 1, . . .K/2), and a uniform thickness for the
top half (fk = fk−1 for k = K/2 + 1, . . .K), or

fk =

{
f1 + (k − 1)∆f, k = 1, . . .K/2

f1 +
K
2 ∆f, k = K/2 + 1, . . .K.

(3.31)

12The symbol K is also used for the eddy diffusivity in Equation 2.2d. Note that here we describe an integer (scalar)
value, as opposed to the matrix in Equation 2.2d. We clearly distinguish the two in the text, but can also be retrieved
from mathematical use (scalar or matrix).

13The unit of these fractions is given in percentages as this forms the unit of implementation in Delft3D-FLOW
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The layer thickness increase parameter ∆f can be found by

100% =

K∑
k=1

fk = Kf1 +∆f

(
3K2

8
− K

4

)

=⇒ ∆f =

(
3K2

8
− K

4

)−1

(100%−Kf1), (3.32)

which defines the complete layer definition if the bottom layer fraction f1 is known. An example of
this discretisation for K = 20 layers (such that layers are nicely visible) with bottom layer thickness
f1 = 0.1% is shown in Figure 3.5.

Figure 3.5: Visualisation of the vertical discretisation with K = 20 vertical layers and bottom layer
thickness f1 = 0.1 %. Top: individual layer thickness fk (left) and cumulative sum from k = 1 to K

(right). Bottom: visualisation of grid layer height from z = −15 m to z = 0 m.

The Dirichlet bed boundary conditions produce values proportional to the bed grid height ∆zb =
∆z1, and errors made by an unsuitably chosen bottom cell height will propagate through the water
column. This means a convergence study in K will solely show numerical convergence if the bottom
cell height is chosen independently of K. Moreover, the k-ϵ-model only works properly when the grid
point closest to the wall is in the log-law layer near the wall. This is done using the nondimensional
length

y+ =
yu∗
ν
, with u∗ =

√
|τb|
ρ

, (3.33)

where y is the distance from the wall, or in our model, the distance from the bed. A value of 30 < y+ <
300 in the centre of the bottom grid cell is necessary for accurate performance of the wall function. In
Delft3D-FLOW, the bed shear stress τb is given as output and allows us to evaluate y+. Initial model
development shows a bed layer thickness of f1 = 0.1% to produce suitable values of y+ for most points
in the estuary during the tidal cycle. Furthermore, Equation 3.11a requires ∆zb

2z0
≫ 0 to ensure that

the bed shear stress formulation does not diverge. With a value of ∆zb ≈ 0.015 m and z0 = 0.001 m
this is satisfied. It is acknowledged that a suitable value of y+ is not attained throughout the complete
tidal cycle as y+ < 30 when the shear velocity goes to zero during flow reversal. This is accepted, as
during this period there is a negligible production of turbulence to begin with.
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Figure 3.6: Value of y+ over a tidal cycle during a simulation when f1 = 0.1%. The right panel
shows a zoom of the sand dunes in the boxed area. White lines indicate where y+ < 30.

3.3.3 Numerical Solution Procedure

The system is discretised using a staggered Arakawa C-grid, using N grid cells in the horizontal direc-
tion and K in the vertical direction. Discrete salinity, density and turbulent quantities are computed
in the grid centres and thus denoted by ψni,k for horizontal index i = 1, . . . N , vertical index k = 1, . . .K
and time index n. Flow velocities are defined on the cell edges and are denoted by un

i− 1
2
,k

for i = 1, . . . N

and wn
i,k− 1

2

for k = 1, . . .K respectively. The surface elevation is computed in the centre of the top
cell. Therefore, the grid cell height is given at the cell faces by ∆zi+1/2,k.

Figure 3.7: Visualisation of the Arakawa C-grid discretisation method, where flow velocities are
computed through the cell interfaces and salinity and density in the cell centres (i, k), allowing for a

cell-centred finite difference method.
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For pressure calculation, the depth at grid cell faces is computed using the mean of the nearest
edges. For the horizontal advection of momentum, we use the cyclic scheme14, which shows the best
convergence behaviour (Deltares, 2018). It is a two-stage upwind finite difference scheme for the spatial
derivative of third-order, while time is integrated implicitly. A fully implicit time integration is used
for the vertical exchange terms to prevent instabilities and to prevent a small upper bound on the
time step. The advection terms are discretised using a second-order central difference and the vertical
viscosity term by applying the central difference twice.

In the transport equation, the cyclic method is also used. This uses a second-order central scheme
of the flux terms, which in turn are constructed using a third-order upwind scheme. To limit negative
salinity concentrations, the Forester filter is applied, which increases the salinity in the given cell
using a mass-conserving iterative process. Lastly, the use of σ-coordinates creates artificial flow and
unphysical transport when cells become steep, which especially occurs when large sand dunes are
modelled using coarse horizontal discretisations. This causes hydrostatic inconsistency and, when not
dealt with properly, results in unphysical transport as salt is only transported through equal layers of
k (Bijvelds, 2001). Therefore, a correction algorithm is implemented based on the work of Stelling and
van Kester (1994), which has been extended to a nonlinear algorithm that is consistent and assures
the maximum principle (Deltares, 2018).

3.3.4 Time Step Restrictions and Output Generation

The semi-explicit solution method for the advection equation introduces a time-step restriction based
on the CFL criterion:

CFL = |u|∆t
∆x

≤ 1. (3.34)

The viscous terms in the momentum equation and vertical terms are solved implicitly to eliminate
severe timestep restrictions. However, the horizontal background eddy diffusivity still indirectly poses
a timestep restriction for numerical stability of the diffusion equation, as

∆t ≤ ∆x2

2Kh
<

∆x2

2DBACK
h

. (3.35)

where Kh can be approximated by DBACK
h . Flow velocity magnitudes in the order of |u| = 1 m/s are

expected, resulting in

∆t ≤ min

{
∆x2

2DBACK
H

,
∆x

1 m/s

}
. (3.36)

A full day of 24 hours is discretised by 32,000 timesteps of ∆t = 2.7 s = 0.045 min. Model output is
generated every 690 timesteps with an interval of 31.05 min, such that every tidal cycle of duration
T = 12.42 h = 44712 s (or 31.05 · 24 = 745.2 min) can be evaluated with 24 model outputs.

3.4 Numerical Model Convergence

3.4.1 Horizontal Convergence

An initial horizontal spatial convergence study is performed by varying the horizontal grid cell width
∆x = 80 ·

(
1
2

)i for i = 0, 1, . . . 4. The vertical discretisation is fixed with K = 20 layers. Sand dunes
are implemented with a symmetric (Ad = 0) sinusoidal topography with length λd = 125 m and height

14More options are available, such as the WAQUA scheme, see Deltares (2018) for more information
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Hd = 0.8 m. We acknowledge that a horizontal resolution of ∆x > 20 m can not accurately represent
dune lengths of 125 m. However, this specific dune length of 125 m is chosen such that larger grid
cells are not a divisor of the dune length, such that the global behaviour in the estuary may still
be captured by coarser grid cells. For the finest simulation with ∆x = 5 m, the horizontal stability
criterion of ∆t ≤ ∆x2/2DBACK

h is violated when using ∆t = 2.7 s. Therefore, the time step is reduced
to ∆t = 2.7/4 s, which dramatically increases computation time.

Convergence of Salt Intrusion Length

The left plot of Figure 3.8 shows the temporal evolution of the salt intrusion length Ls over time, which
are qualitatively, over the tide, relatively similar for different horizontal grid sizes. The difference of
Ls over time after grid refinement is shown in the middle. The relatively consistent difference over two
tidal cycles indicates the results will not diverge further. The largest increase in accuracy is achieved
from ∆x = 40 m to ∆x = 20 m, which likely results from a more accurate sand dune representation.
The difference between the models with ∆x = 10 m and ∆x = 5 is relatively minor, with a difference
in ⟨Ls⟩ of around 50 m. The dependence of ⟨Ls⟩ on the horizontal grid is shown in the right of
Figure 3.8, and appears to converge for smaller ∆x. The difference with the final grid refinement is
relatively small, suggesting that a horizontal resolution of ∆x = 10 m is sufficient to accurately model
salt intrusion.

Figure 3.8: Salt intrusion lengths ⟨Ls⟩ for various horizontal discretisations and temporal evolution
of Ls after grid refinements.

Flow Convergence

The horizontal velocities through σ-layers are averaged over the last tidal cycle time is shown in
Figure 3.9 and the difference after horizontal grid refinement by ∆⟨u⟩(∆x) = ⟨u⟩(∆x) − ⟨u⟩(2∆x) is
shown in Figure 3.10. Even though coarse horizontal grids cannot model the dunes of λd = 125 m
accurately, the horizontal flow can still be captured relatively accurately. The largest qualitative
differences occur near the salt intrusion length, which likely results from the dependence of ⟨Ls⟩ on
∆x.

Overall, it appears that differences in modelled flow velocities are relatively small in the order of
cm/s for different grids. Although small, Qualitative differences are observed for all grid refinements
for ∆x > 10, i.e. structural differences occur in the horizontal velocity over depth. However, when
comparing ∆x = 10 m and ∆x = 5 m, the flow difference is in the order mm/s and is almost uniform
over depth, i.e. no additional vertical variations are introduced by refining. Hence, we conclude that
a horizontal grid resolution of ∆x = 10 m is sufficient to capture the overall flow characteristics and
salt intrusion, which still is computationally feasible (contrary to ∆x = 5 m).
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Figure 3.9: Tidally averaged flow velocity ⟨u⟩ over σ−coordinates for various horizontal
discretisations for several locations in the estuary.

Figure 3.10: Difference in ⟨u⟩ over σ−coordinates for subsequent horizontal grid refinements for
several locations in the estuary.
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3.4.2 Vertical Convergence

The vertical spatial convergence of the flow is examined by analysing the flow properties for an in-
creasing number of vertical layers with K = 10, 20, 40, 80 with a horizontal grid cell size of ∆x = 10 m.
The model is run for 3 days with equal model settings and initial conditions (as described in Sub-
section 3.2.5). Symmetric dunes are implemented in the interior of the domain (L0 = 5 km, and
∆L0 = 1 km) with length λd = 100 m and height Hd = 1.0 m.

Flow Convergence

The tidally-averaged horizontal flow velocities through each vertical grid cell (i.e. over σ−coordinates)
for several locations along the estuary are shown in Figure 3.11. A precise measure of convergence
based on the flow profiles cannot be given due to the use of σ-layers, which changes the location of the
vertical coordinates throughout the simulation and between model refinements. In the upper part of the
estuary (x = 40 and 48 km), with mostly riverine flow, results are almost equal for all discretisations.
In the region of stratification, there is barely any quantitative difference in mean velocity between the
model runs of K = 40 and K = 80. The largest qualitative difference in terms of flow structure is seen
near the salt intrusion length. The coarse discretisation of K = 10 underestimates the salt intrusion
and therefore shows a logarithmic riverine flow profile for a larger region of the estuary, whereas finer
grids show more salt intrusion and a larger estuarine circulation. Overall, we see a convergence of the
mean flow profile at these locations, with K = 40 and K = 80 generating identical results.

Figure 3.11: Tidally-averaged horizontal flow velocity ⟨u⟩ at several locations along the estuary for
subsequent vertical grid refinements.
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Energy Convergence

Instead of looking at flow profiles at certain locations, we can characterise the system using a global
energy measure of the system. We only do so in the internal domain Ω with x ∈ Γ = [1 km, 49 km],
characterised by horizontal grid cells Imin to Imax to eliminate influences of errors near the bound-
aries.

With a variable density over the water column, the mass m over a water column approximates to
m =

´ η
zb
ρdz ≈

∑K
k=1∆zi,kρi,k for every water column at cell i. Therefore, the width-averaged potential

energy Ep (in J/m or kg·m/s2) at time step n, in terms of deviation from the still water level (using
height η) is approximated by

Enp (K) =

ˆ
Γ
mgηdx ≈ g∆x

Imax∑
i=Imin

ηi

K∑
k=1

∆zi,kρi,k. (3.37)

where ∆zi,k = 1
2

(
∆zi−1/2,k +∆zi+1/2,k

)
is approximated by the average of the nearest cell face heights.

The width-averaged kinetic energy is determined by

Enk (K) =
1

2

¨
Ω
ρ|u|2dΩ ≈ 1

2
∆x

Imax∑
i=Imin

K∑
k=1

∆zi,kρi,k((u
n
i,k)

2 + (wni,k)
2). (3.38)

where the flow velocities at the centre of the cell are approximated by

uni,k =
1

2
(un
i− 1

2
,k
+ un

i+ 1
2
,k
), (3.39)

wni,k =
1

2
(wn

i,k− 1
2

+ wn
i,k+ 1

2

). (3.40)

Finally, the total turbulent kinetic energy in the flow domain equals

Ent (K) =

¨
Ω
ρkdΩ ≈ ∆x

Imax∑
i=Imin

K∑
k=1

∆zi,kρi,kki,k. (3.41)

The evolution of these energies over time is shown in Figures 3.12. The error over time after grid
refinements is evaluated by differences in energy, i.e. for potential energy by

enp (K) = Enp (K)− Enp (K/2), (3.42)

at timestep n, similarly for other energy components. This is shown in Figure 3.13. Potential energy
clearly shows the largest magnitude, as there is a large change in total mass in the system due to
tidal activity. Also, a clear convergence is visible with differences in subsequent model energy values
converging to zero for increasing K. However, for potential energy, the differences are around 1% and
relatively accurate for K = 10 already. The most relative improvement can be seen in the kinetic
energy as the quotient is rather large, but the improvement of K = 40 to K = 80 is negligible and
K = 40 already seems to capture all kinetic energy.
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Figure 3.12: Evolution of the potential, kinetic and total turbulent kinetic energy over time for
various vertical discretisations

Figure 3.13: Difference of the potential, kinetic and total turbulent kinetic energy over time for
subsequent vertical discretisations
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Salt Convergence

Finally, as salt intrusion forms the main model output that will be investigated, we can determine
the final state of the average longitude salt profile ⟨s⟩, and numerical convergence of Ls(t), which is
shown for various K in Figure 3.14. Again, results are equivalent for K = 40 and K = 80. The depth-
averaged salinity decreases with fewer layers, and the salt intrusion length decreases. The difference
between grids is only visible for x > L0, where sand dunes are located and hence stems from inaccurate
modelling of flow over dunes in coarse vertical grids.

Figure 3.14: Left: Tidally- and depth-averaged salinity ⟨s⟩ over the last tidal cycle for different
vertical discretisations. Right: Evolution of Ls(t) for the final stages of the simulation for various

number of vertical layers.

3.5 Summary of Final Model Discretisation and Parameters

All in all, we conclude that using K = 40 vertical layers is sufficient to capture most of the tidal, flow
and turbulent dynamics in the system and this resolution is sufficient to capture the salt intrusion
accurately. A visualisation of the grid for symmetric dunes with length λd = 100 m, and Hd = 2.0 m
for ∆x = 10 m and K = 40, when η = 0 is shown in Figure A.2 in Appendix A.2.3. Furthermore, the
model geometry, turbulence parameters, and discretisation settings are shown in Table 3.1.

Table 3.1: Final model settings and parameters.

Parameter Value Setting / Parameter Value Parameter Value

L 50 km Turbulence model k-ϵ ∆x 10 m
h 15 m HLES Off K 40
sriver 0 ppt νBACK

h 10 m2/s f1 0.1%
qr 1.5 m2/s νBACK

v 10−3 m2/s z0 0.001 m
ssea 35 ppt DBACK

h 10/σρ m2/s ∆t 2.7 s
ω 1.406 · 10−4 rad/s DBACK

v 10−3/σρ m2/s L0 5 km
Asea 1 m ∆L0 1 km
g 9.81 m2/s
σρ 0.7
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Chapter 4

Model Validation and Verification

In this chapter, we validate the model output of two reference models by comparison with field measure-
ments in the RWW and verify the transport mechanisms with model results of a different study, which
shows that model settings represent the RWW relatively accurately. We highlight the influence of the
definition of the salt intrusion length and show how different definitions change the interpretation of
model output marginally. The two reference models show the potential influence of a natural dune field
on salt dynamics and intrusion. We show the influence of the background eddy parameters on model
output and salt transport and argue that these values can be used to model different estuaries.

4.1 Validation and General Model Analysis

Firstly, we describe the results for two general model settings; a flat bathymetry model B-0 (whereHd =
0 m) and uniform symmetric sinusoidal bathymetry model B-1 where (λd, Hd, αd) = (100 m, 2 m, 0).
Snapshot flow velocities of u and w and of salinity s for model B-1 throughout the tidal cycle have been
shown in Appendix A.4. We validate the model results based on the flow and salinity measurements
of de Nijs et al. (2010) and verify it against the 3D Delft3D-FLOW model results of the Operationeel
Stromingsmodel Rotterdam (OSR-model15) of Kranenburg and van der Kaaij (2019) and the regime
determination of the RWW based on the OSR-model by Dijkstra et al. (2022).

4.1.1 Free Surface Elevation

Fourier analysis of water levels at Hook of Holland from Rijkswaterstaat (2023b) shows multiple sig-
nificant (high-frequency) tidal components, of which the principal solar semidiurnal S2 (with eleva-
tion amplitude AS2 = 0.3 m), the principal lunar diurnal (AO1 = 0.2 m), lunar semi-diurnal tide
(AM2 = 0.8) and shallow water overtide (AM4 = 0.2 m) are dominant, but many more exist. Moreover,
visual inspection shows a spring-neap difference of around 0.5 m (a combination of the M2 and S2
components). Figure 4.1 shows the tidal elevation for several locations along the estuary in September
2023 (Rijkswaterstaat, 2023b). This shows some lag in the flood wave, but in general, the time of the
peak seems relatively uniform in the interior. Moreover, the peak tidal elevation at x = 32 km (in the
city centre of Rotterdam) is about equal to the elevation at the seaward side.

In our model, the tide is strongly schematised with only one tidal constituent. Hence, we do
not expect to obtain realistic tides that compare with the RWW, but merely look for realistic tidal
propagation. The free surface elevation of B-1 is shown in Figure 4.2. The overall high- and low-water
heights are realistic values compared to Figure 4.1. The negligible phase difference across the estuary

15See Kranenburg et al. (2014) for model construction
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and the tidal amplification of the flood wave do not match with field data. Changing the roughness
height z0 only influences the amplification slightly, but greatly influences the salt intrusion length.
Therefore, as the tidal wave shows no clear resonance or unphysical amplification, we neglect the
influence of the (relatively small) amplification. Moreover, the missing phase difference likely results
from the 2DV setting and a simplified tidal boundary condition with a single frequency.

Figure 4.1: Free surface elevation from Rijkswaterstaat (2023b).

Figure 4.2: Free surface elevation for model B-1 over a single day. Left: Timeseries of η for five
locations along the estuary. Right: Surface plot of tidal elevation, black and white lines indicating

contours of constant free surface elevation of η = 0 m and η = ±1 m respectively.

4.1.2 Flow Velocities

The horizontal velocity u at the surface (layer k = K = 40) and near the bed (in layer k = 10,
resulting in h

∑10
k=1 fk = 8.3%h ≈ 1.25 m from the bed) are shown in Figure 4.3. The surface velocity

is directed seaward for a major part of the tidal cycle. Flow reversal occurs during a small part of the
tidal cycle, but is especially present above the dune field of x ∈ [5, 45] = [L0, L−L0] km (which could
be a coincidence). We find a relatively sharp boundary (on the estuary scale) of different horizontal
flow structures, just landward of ⟨Ls⟩. This can also be seen in the horizontal flow velocity u in
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Figures A.5 and A.9 in Appendix Section A.4. This is not necessarily unphysical, there are no lateral
processes to smooth this transition due to the 2DV setting. Furthermore, turbulence differs greatly
in the two respective regions due to the dampening effect of the stratification (see Subsection 4.1.3).
In the incoming river flow, wherever the salinity concentration and stratification are small, a smooth
logarithmic flow develops over the bed. As a salinity gradient is formed, the turbulent kinetic energy
is dampened by the buoyancy flux, the eddy viscosity is halved and the gravitational circulation can
be observed. Since we are interested in the structure within the region of stratification, and since ⟨Ls⟩
is located within the region of stratification, we can neglect this sharp boundary.

Modelled low velocities and salt concentrations for four locations are shown in Figure 4.4, besides
the measurements of de Boer and Radersma (2011) in Figure 4.5. Even though the model is highly
idealised, the flow patterns and velocity magnitude are relatively similar to the measurements of de Nijs
et al. (2010) in the RWW, with velocities at the surface reaching over 1.2 m/s during ebb. During
flood, both the model and measurements show landward-directed flow. However, in the model, these
largest negative velocities are attained in the middle of the water column, as opposed to the surface.
Moreover, at x = 8 km in our model, there is always a negative horizontal flow velocity near the bed,
whereas measurements show that the near-bed velocity changes sign over the tidal period.

Figure 4.3: Horizontal velocity u at the surface (top) and at the 10th layer from the bed (bottom)
for the base case over a single day.

Under the rigid lid approximation, the depth-averaged depth-averaged flow velocity u is uniform
over the estuary (details of this are provided in Appendix A.1.3). Hence, when assuming that the
seaward tidal elevation results in a tidal flow component of velocity magnitude Ut, Dijkstra et al.
(2022) have shown that u then equals

u = Ur + Ut cos(ωt). (4.1)

In our model, the free surface moves freely and (almost) uniformly over the domain. Moreover, at the
riverine boundary x = L, we have a constant inflowing river discharge of qr = 1.5 m2/s, resulting in
a depth-averaged velocity of u = Ur = −0.1 m/s. As a consequence, we find from model results that
the tidal velocity component decreases linearly over the estuary, and the depth-averaged horizontal
velocity is approximately equal to

u = Ur +
L− x

L
Ut cos(ωt), (4.2)
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with Ut ≈ 0.55 m/s. This shows that the implementation of a free surface does change along-estuary
flow characteristics, and shows the physical influence of the estuary length L, which will be discussed
further in the discussion in Section 6.1.
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Figure 4.4: Model results of B-1: Evolution of velocity and salinity over time for some fixed
locations, velocity contour lines in black and isohalines in red.

𝑥 = 8 km 𝑥 = 16 km

𝑥 = 25 km𝑥 = 20 km

Figure 4.5: Measurements of velocity and salinity over time for some fixed locations, velocity contour
lines in black and isohalines in blue. Retrieved and adapted from de Boer and Radersma (2011).
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4.1.3 Turbulence

The eddy diffusivity through the water column is estimated by de Nijs et al. (2010) based on the
Reynolds’ stresses and shown over a tidal cycle in Figure 4.6. These measurements show turbulent
diffusivity is mainly located in the bottom half of the water column and that turbulence is more
suppressed in the upper half near the sea in a region of high stratification.

𝑥 = 8 km 𝑥 = 16 km

Figure 4.6: Prediction of eddy viscosity Kv, based on estimates of Reynold’s stresses. Retrieved and
adapted from de Boer and Radersma (2011). Times indicated align with the time and free surface

shown in Figure 4.5.

The value ofKv throughout a tidal cycle in the model is shown in the stratified region in Figure 4.7.
Again, results are relatively similar as the largest values are attained about 2 meters above the bed.
Moreover, the order of magnitude is relatively similar and the largest values are attained during
flood.

The main difference is that the model shows almost no additional turbulent diffusivity in the top
half of the water column, and eddy diffusivity reduces to the background eddy diffusivity DBACK

v .
Furthermore, in the model, the turbulent component D3D reduces to zero over the complete water
column during ebb. Measurements indicate also more turbulent diffusion during ebb in the upper part
of the water column, especially further from the seaward end (See x = 16 km in Figure 4.6). This might
originate from the riverine turbulence, and therefore, we show the eddy diffusivity further upstream
in Figure 4.8. The riverine region shows way larger values of KV than the stratified region, which
indicates the large influence of the buoyancy flux on the turbulence closure. In line with Figure 4.6,
the eddy diffusivity is larger during ebb than flood.

All in all, we conclude that the magnitude of all flow, salinity and turbulence properties in the
stratified region of the RWW are well represented by the numerical model. Furthermore, qualitative
patterns in model runs and measurements are similar.
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Figure 4.7: Vertical eddy diffusivity at several moments during the tidal cycle within the region of
stratification, note that the eddy viscosity is especially large during flood (dotted lines) when water

levels increase.

Figure 4.8: Vertical eddy diffusivity at several moments during the tidal cycle in freshwater river
flow. Colours are the same as in Figure 4.7. Note that the eddy viscosity is larger during ebb.
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4.2 Influence of Definition of Salt Intrusion Length on Results

The influence of topography changes on salt intrusion is quantified by the salt intrusion length, which
we can define by Ls, Ls and Lsη as given in Subsection 2.2.2. The choice of mainly using Ls for analysis
and the critical concentration of sc = 1 ppt for each definition is quite arbitrary and other quantifiers
could be made, for example, the concentration 5 meters below the free surface as often measured by
field campaigns. In any case, the chosen quantifier should not qualitatively influence the analysis of
the results. Therefore, we highlight the influence of the quantifier choice on the relative influence of
salt intrusion length and show the independence of results on the quantifier.

Figure 4.9: Comparison of the tidal excursion of salt intrusion quantifiers Ls, Ls, Lsη for both B-0
and B-1 for three different critical salinity concentrations sc.

Figure 4.10: Left: Comparison of subtidal salt intrusion length of Ls, Ls, Lsη for both B-0 and B-1
for different critical salinity concentrations sc. Right: Comparison of relative improvement of salt
intrusion length from B-0 to B-1 for different quantifiers and critical salinity concentrations sc.

In Figure 4.9 we show the evolution of all three quantifiers over time for B-0 and B-1, using three
critical concentrations of sc = 0.1, 1.0 and 5.0 ppt respectively. A lower critical salinity decreases the
difference between the quantifiers, which argues for a lower value of sc. Figure 4.10 shows that when
the sc goes to 0 ppt, all quantifiers converge to the same salt intrusion length. Furthermore, the right
plot of Figure 4.10 shows that the observable model differences increase with lower critical salinity
concentration. The model improvement from B-0 to B-1 is similar when using ⟨Ls⟩ or ⟨Ls⟩, with 5.05
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and 4.85 km respectively at sc = 1 ppt, which still allows for a significant difference of Ls and Lsη ,
allowing for evaluation of the stratification measure Li.

All in all, a change in salt intrusion length between two bathymetries can be measured using
all quantifiers and critical concentrations and results are independent of the choice. We see that
Ls provides a good choice of quantifier as model improvements after topography changes are least
dependent on the critical concentration. Moreover, the critical concentration of sc = 1 ppt seems
to be low enough to provide significant model improvement, while not being influenced by numerical
inaccuracy for small concentrations and still distinguishing a significant isohaline length Li.

4.3 Verification of Transport Mechanisms

The main transport mechanisms and the value of the non-dimensional parameters Ra, StRa, Frr and
Frt are estimated locally for the RWW by Dijkstra et al. (2022). Using the salt flux decomposition,
we identify the individual processes and estimate the value of these parameters based on their depth-
averaged value. The results are shown in Figure 4.11.

Figure 4.11: Top: Non-dimensional numbers along the estuary in line with Dijkstra et al. (2022).
Bottom: Horizontal flux decomposition from B-0 in dynamic equilibrium. The black line indicates the

sum of all processes Qh, the dotted line is the sum of all advective processes Qu and the dashed
vertical line is the salt intrusion length.

In terms of non-dimensional parameters, we observe that the order of magnitude is equivalent
and that the value of Ra decreases upstream of ⟨Ls⟩. Our model shows relatively little variation in
the Froude numbers as there is no lateral variation. Both models show a similar balance between the
subtidal depth-averaged transport of river flushing (Qh0) and the subtidal shear by estuarine circulation
(Q′

h). The contribution of this shear decreases upstream of the salt intrusion length. The tidal depth-
averaged contribution Qht is nearly the same, it is directed seaward (negative) near the mouth and of
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relatively low order, and the magnitude increases just upstream of x = ⟨Ls⟩. The order of magnitude
of all transport components is of the same order of magnitude, when multiplying our result for Qh with
the mean estuary width 500 m, we also obtain transport rates of around −1.0 · 103 m3/s. The main
observable difference is the larger fluctuations in Dijkstra et al. (2022), especially due to river flushing.
This results from the variable width, and in turn, varying river velocity for equal discharge.

Figure 4.12: Retrieved and adapted (the x-axis is shifted) from Dijkstra et al. (2022).
Non-dimensional numbers and horizontal flux decomposition throughout the RWW.

4.4 Comparison of Reference Models

Next, we show the influence of sand dunes on the transport mechanisms by comparing reference models
B-0 and B-1. The horizontal transport components for both B-0 and B-1 are shown in Figure 4.13,
where dune-averaging is applied to the transport components of B-1 as in Equation 2.24. Both systems
are in dynamic equilibrium with the tide16, and the salt intrusion length is smaller when sand dunes
are present, but the relative contributions of all transport mechanisms are relatively equal; subtidal
depth-averaged transport Qh0 is uniform over the estuary, the estuarine circulation induces a shear
transport Q′

h directed landward and the tidally-correlated depth-averaged transport Qht is largest just
landward of the 1 ppt isohaline and locally directed landward near x = 10 km. Lastly, the averaging
residual Qh0t is negligibly small along the estuary.

As expected, the contribution of dispersive transport QKh
is negligible. Landward of ⟨Ls⟩, where

salinity concentrations are small, we see an increase in dispersive transport, balanced by the outflow-
ing river flow. However, this is likely a numerical artefact of numerical gradients of small concentra-
tions.

16see Appendix A.3 for more information on how this is determined.
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Figure 4.13: Horizontal flux decomposition, total amount of transport and salt intrusion length for
reference models B-0 and B-1.

Figure 4.14: Vertical flux decomposition, total amount of transport and salt intrusion length for
reference models B-0 and B-1.
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For the vertical flux components, we apply the dune-averaging to each component as in Equa-
tion 2.26. The results for models B-0 and B-1 are shown in Figure 4.14. Quite surprisingly, the
along-estuary dune-averaged vertical transport is relatively similar between both models, both quali-
tatively and quantitatively. The advective transport of model B-0 can only be attributed to the overall
estuarine circulation. Still, the magnitude of advective and dispersive transport are relatively equal,
especially near the salt intrusion limit.

The main advective transport component is the subtidal depth-averaged transport T v0, i.e. a
persistent net upward transport over the dunes. Only near the salt intrusion limit, which moves back
and forth during the tidal cycle, there is a tidally-correlated depth-averaged transport through the
water column T vt, downward seaward of ⟨Ls⟩ and upward landward of ⟨Ls⟩. This can be explained
by the change in near-bottom horizontal velocity u on the landward and seaward side of this limit,
causing different vertical transport on either side as shown in by the vertical velocity in Figure A.7 in
Appendix A.4.2. This effect is more pronounced when sand dunes are present, as the overall magnitude
of advective transport increases. Within the region of significant salt concentration (0 < x < max(Ls)),
there is more net upward transport in B-0 compared to B-1. Later, in Subsection 5.1.1, we quantify
this exactly using Mv of Equation 2.27.

The dispersive transport TKv is relatively equal between both models. Furthermore, this transport
is relatively uniform along the estuary (when dune-averaged) and drops in magnitude landward of ⟨Ls⟩.
However, we do not consider these values as they are again likely artefacts of taking numerical gradients
of small numbers over small distances.

The net vertical transport as in Figure 4.14 is relatively small and almost equal between B-0 and
B-1, due to the relative symmetry with opposite signs of vertical transport on each side of a sand dune
(downward and upward respectively). We characterise the overall amount of vertical stirring with S
of Equation 2.28 to determine the vertical advective activity, which is shown in Figure 4.15. Note that
the magnitude17 increases by a factor of 20 between B-0 and B-1. This shows the large impact sand
dunes have on the overall stirring through the water column by vertical advective processes.

Figure 4.15: Vertical stirring parameter S(x) of Equation 2.28 for models B-0 (blue) and B-1 (red),
dashed lines indicate salt intrusion length.

Generally speaking, we observe that sand dunes do change the salt intrusion length significantly.
However, the horizontal transport mechanisms and net vertical transport in dynamic equilibrium do
not change, hence the estuarine and transport classification is not altered by sand dunes. The change
in salt intrusion is likely a result of overall vertical mixing, characterised by S, which in turn changes
the salt intrusion length.

17y-axes use different scales for B-0 and B-1
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4.5 Influence of Background Eddy Parameters

The background eddy parameter values were chosen based on research of Dijkstra et al. (2022). How-
ever, their results showed local variability while our model uses estuarine uniform parameter values.
Therefore, in this section, we investigate the influence of these model parameters on model output. We
vary every parameter independently from the baseline values as presented in Table 3.1 by multiplica-
tion ·(1/2)i for i = −1, 1, 2 (i.e. relative parameter values of 2, 1/2 and 1/4 respectively) for model
geometry B-1.

Figure 4.16: Influence on background eddy parameters, relative to the values as in Table 3.1, on salt
intrusion length. Left: Salt intrusion length ⟨Ls⟩ for different relative background parameter values.
Middle: Influence of background parameters on tidal excursion length ∆Ls. Right: Relation of tidal

excursion ∆Ls to salt intrusion length ⟨Ls⟩.

The influence on the salt intrusion length ⟨Ls⟩ and tidal excursion ∆Ls can be seen in Figure 4.16.
We show the absolute length of Ls, rather than the relative change, as the magnitude and physical
interpretation now remains. Overall, vertical background values influence the salt intrusion length sig-
nificantly more than horizontal parameters, in line with theoretical non-dimensionalisation. Moreover,
as expected, larger horizontal values increase horizontal dispersion and increase ⟨Ls⟩, whereas larger
vertical values increase vertical mixing and decrease ⟨Ls⟩. Moreover, the tidal excursion of the salt in-
trusion limit changes with model background parameters, which turns out to be inversely proportional
to the salt intrusion length, except for νBACK

h (right of Figure 4.16).

When DBACK
v → 0 m2/s, the salt intrusion length increases further, resulting in large concen-

trations at the riverine boundary and unphysical model results; there is no coupling of the vertical
pycnoclines and horizontal flow velocities persist in landward direction near the bed. This results in
large vertical flow velocities just near the boundary. Once these patterns are in place, they persist
after increasing background values due to unphysical interaction with the boundary condition.

The influence of model parameters on the horizontal isohaline length is shown in Figure 4.17.
Changing horizontal parameters leaves the subtidal length of Li basically untouched and the stratifi-
cation remains such that the isohaline is approximately 4 km in length. Reducing the vertical diffusion
parameter DBACK

v can increase the length of the isohaline, indicating an increase in the overall amount
of stratification. The middle panel of Figure 4.17 shows that a decrease in νBACK

v decreases the vari-
ability of the isohaline length over the tide, i.e. it stabilizes the stratification over time. The right
panel indicates that a larger salt intrusion length generally correlates to a larger isohaline length, i.e.
more stratification near the salt intrusion limit.

In general, we note that the tidal variability of the isohaline ∆Li is relatively constant at around
3 to 5 km in length and is approximately equal to the isohaline length itself. This indicates a large
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variability in general, and the isohaline can differ from 2 km during high tide, to 6 km at low tide (see
Figure A.8).

Figure 4.17: Influence on background eddy parameters, relative to the values as in Table 3.1, on the
horizontal isohaline length. Left: Isohaline length ⟨Li⟩ for different relative background parameter

values. Middle: Influence of background parameters on tidal variability of the isohaline ∆Li. Right:
Relation of the isohaline ⟨Li⟩ to salt intrusion length ⟨Ls⟩.

The various transport components are also analysed for various model parameters, and all have
a negligible influence on horizontal transport components. In the vertical direction, the following
observations are made:

• νBACK
h has a negligible influence vertical transport components.

• DBACK
h has a significant influence on the vertical components. When decreasing this value, the

magnitude of the tidally-correlated depth-averaged transport component T vt increases linearly,
and the total advective transport increases equally as all other components remain equal.

• νBACK
v has a significant influence on the vertical components, similarly toDBACK

h . Decreasing the
value of νBACK

v results in an increase of T vt just landward of the salt intrusion length. However,
contrary to DBACK

h , the salt intrusion length increases.

• DBACK
v has a significant effect on the dispersive transport TKv as expected. The advective

transport components change much less. Furthermore, it can significantly change the isohaline
length and determines the amount of stratification.

Overall, the estuary remains partially mixed and does not make a transition into a different regime
for these changes in background value. A change in vertical diffusivity can change the stratification,
but this is also mostly correlated to the salt intrusion length itself. The fact that the regime of the
estuary does not change ensures that the results remain consistent and robust; the model parameters,
derived from literature, will not alter the qualitative outcomes. Larger background values will result in
different transport and estuary regimes altogether and examining this influence falls outside the scope
of this research.
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Chapter 5

Model Results: The Influence of Dune
Geometry and Human Interventions on
Salt Intrusion

In this chapter, we show the influence of dune geometry and dune-related human interventions on salt
intrusion. An overview of all dune changes is provided in Figure 5.1, but for detailed explanations, we
refer to each respective section.

Figure 5.1: Overview of all dune geometry changes and human interventions of Chapter 5. Left
(Section 5.1) shows a visualisation of a change in dune height Hd. Middle two figures

(Subsection 5.2.1) show visualisations of two dredging techniques of Uniform Bed Alteration (UBA)
and Bed-Leveling Depth Control (BLDC). Right (Section 5.3) shows a visualisation of dredging dunes
while keeping the maximum bed level equal at z = −h. More detailed information on abbreviations is

provided in the respective sections.

In Section 5.1, we will use the dune shape parameter space (λd, Ad,Ad) to change the shape of
bedforms and determine the influence of the dune geometry on salt intrusion. We assume that dunes
have formed naturally from a flat bed over the interior of the estuary by a spatial redistribution of
sediment, meaning the average estuary depth is kept at h = 15 meters. Under this assumption, the
navigation depth decreases as sand dunes increase in height. The left panel Figure 5.1 displays a
visualisation of changing dune height Hd. In this section, visualisation of changing length λd and
asymmetry Ad are given in the respective subsections.

Next, in Section 5.2, we implement interventions on the existing dune field as analysed in Sec-
tion 5.1, analysing the difference between two dredging and dumping methods when applied to a local
intervention interval. The middle panels of Figure 5.1 display these two methods in case of dredging.
In Section 5.3, we show the effect of dunes while keeping the same navigable depth, that is, the situa-
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tion that could be envisioned when implementing or dredging sand dunes while keeping the navigation
depth constant. We show how these artificially created sand dunes in a flat bed may mitigate salt
intrusion. The right panel Figure 5.1 visualises this method. Finally, in Section 5.4 we describe the
general influence of changing geometry (dune dimensions and channel depth) on the amount of vertical
mixing and describe how the amount of vertical mixing is related to the salt intrusion length.

5.1 Influence of Dune Geometry with a Dune Field

In this first section, we specify a dune field over the interior of the dune field, using the envelope
function of Equation 3.18 with L0 = 5 km, such that sand dunes are mainly located in x = [5, 45] km.
Note that for all these model runs, the total volume of sediment in the system is the same, and the
mean bed level remains at z = −h. Hence, changes from one dune geometry to the next can be
interpreted as a different placement of sediment. This implies that changes in dune height can also be
interpreted as changes to an existing dune field employing a swiping dredging strategy, where sediment
of the crests is moved into the troughs (Campmans et al., 2021).

5.1.1 Dune Height

The influence of dune height is investigated for a constant dune length of λd = 100 m, which is repre-
sentative of the RWW, can be captured well by the discretisation, and is likely to produce significant
results as indicated in Chapter 4. All model runs commence from the same initial condition18, after
which we vary the dune height. The model is run until a state of dynamic equilibrium of tide-averaged
salt intrusion length ⟨Ls⟩ is reached. An explanation of the determination of this state is given in
Appendix A.3.

Figure 5.2: Influence of dune height Hd on salt intrusion for λd = 100 m. Left: Mean salt intrusion
length as a function of dune height, coloured vertical lines indicating spread over the last tidal cycle.
Middle: Tidal excursion length of Ls as a function of dune height. Right: Inverse correlation of tidal

excursion to salt intrusion length.

The results can be seen in Figure 5.2, which shows a large influence of dune height on the salt
intrusion length with changes in the order of several kilometres. The mean salt intrusion length
exceeds 28.3 km for a flat bed and decreases to ⟨Ls⟩ = 23.2 km for dunes with height Hd = 2.0 m.
The excursion over the tidal cycle ∆Ls increases with increasing dune height. This relationship is

18The initial condition is derived from a different model run with dune height Hd = 1.0 m that nearly reached dynamic
equilibrium for Ls. This approach ensures model run times remain manageable when both decreasing and increasing Hd.
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inversely proportional to ⟨Ls⟩ itself, similar to the results shown for varying background parameters in
Figure 4.16. This suggests this is a result of the overall salt balance, salt intrusion length and estuary
dimensions, rather than local flow characteristics introduced by eddy effects or dunes.

The horizontal transport components remain the same for changing topography, similar to the
results of Figure 4.13. The relative location change of horizontal fluxes is merely a consequence of
the movement of the salt distribution. However, the transport patterns are similar within the region
of stratification, the governing processes remain equal and the estuary does not enter a different
regime. The vertical flux controls the salt intrusion length and an increase in dune height increases
the advective vertical mixing, while dispersive vertical transport remains relatively equal as shown in
Figure 5.3. Moreover, the peak of the advective transport is reached just landward of the subtidal salt
intrusion length. The magnitude of this peak increases only slightly with increased dune height. In
dynamic equilibrium, the largest vertical flux occurs just landward of ⟨Ls⟩ and decreases in magnitude,
but the magnitude of vertical advective transport increases throughout the estuary with an increase
in Hd.

Figure 5.3: Changes in normalised dune-averaged vertical flux componentsfor various dune heights
Hd, dashed lines indicating salt intrusion length ⟨Ls⟩ in all figures. Top: vertical advective flux T̃w.

Middle: vertical dispersive flux T̃Kv
. Bottom: total vertical flux T̃v

The largest difference is observed in the absolute vertical stirring parameter S, and especially
the magnitude of the peak attained near x = 6 km, referred to as max(S), which turns out to be
proportional to Hd. This increase in vertical exchange likely reduces the salt intrusion length. In
summary, sand dunes do not induce a transport and estuary regime change. Qualitatively, the net
vertical flux stays relatively similar in the stratified region. but increases with an increase in dune
height. The shift in salt intrusion length results from the comprehensive mixing occurring throughout
the water column.
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Figure 5.4: Left: Changes in stirring parameter S over the estuary for different dune heights with
attained maximum max(S) indicated by the circle. Right: Relation of max(S) to dune height Hd.

5.1.2 Dune Length

The influence of dune length is investigated by varying λd from 50 to 250 m, for a fixed dune height of
Hd = 1.0 m. Again all model runs start from the same initial condition, and the simulation continues
until a dynamic equilibrium is reached. Shorter dunes of less than λd < 50 m have not been modelled
to eliminate inaccurate parameterisations with ∆x = 10 m. Again, the model is run for 120 hours
(5 days), resulting in temporal convergence of the subtidal salt intrusion length, and model output is
generated for the last 48 hours. The results can be seen in Figure 5.5. The flux components show no
visual difference and are not shown.

Figure 5.5: Influence of dune length λd on salt intrusion length for Hd = 1.0 m. Left: Salt intrusion
length ⟨Ls⟩ as a function of dune length λd, coloured vertical lines indicating spread over the last tidal

cycle. Middle: Salt intrusion length ⟨Ls⟩ as a function of dune wave number 1/λd, including B-0 in
green. Right: Inverse correlation of tidal excursion to salt intrusion length.

The influence of dune length is significant, albeit smaller than the influence of dune height as in
the previous subsection. Shorter dunes decrease the salt intrusion length, likely due to an increase in
vertical mixing by steeper dune slopes. As dunes increase in length (λd → ∞), dune slopes become
small and the overall bed is approximately flat. This is shown in the middle panel of Figure 5.5,
which includes the model run with a flat bed, approximated by 1/λd = 0 m−1. This plot shows an
inverse-root relationship of ⟨Ls⟩ ∝ 1/

√
λd for the investigated range of λd ≥ 50 m.
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5.1.3 Dune Asymmetry

The influence of dune asymmetry is investigated for a fixed dune length of λd = 100 m with two
different dune heights of Hd = 1.0 m and Hd = 4.5 m respectively. All model runs for both cases start
from the same initial condition from a model run with Ad = 0, after which the dune asymmetry is
increased in both positive and negative Ad, resulting in 9 model runs19 for each dune height. Models
are run with sand dunes that exceed the critical slope angle of ϕd,max > ϕc = 14◦ where flow separation
is likely to occur, and where non-hydrostatic phenomena that cannot be resolved become important.
These are two and six model runs for Hd = 1.0 m and Hd = 4.5 m respectively. The model runs with
larger dune angles are still analysed to evaluate the hydrostatic effects, but note that many physical
processes are not captured.

The results are shown in Figure 5.6, where the left shows the maximum dune angle that is achieved.
For both Hd = 1.0 m and Hd = 4.5 m, the influence of dune asymmetry is relatively small. The
horizontal and vertical salt transport components also show no meaningful difference. Interestingly,
model outputs are almost equal between a given Ad and −Ad, with the negative value (flood-oriented
sand dunes) consistently showing slightly less salt intrusion when Hd = 1.0 m. However, this difference
is in the order of single grid cells (10 m) and is not significant. We expected that an increase in dune
asymmetry (increasing |Ad|) would result in more vertical mixing and less salt intrusion. However,
under the hydrostatic assumption, we conclude that the influence of dune asymmetry is negligible for
salt intrusion. Results are likely different when non-hydrostatic effects are implemented.

Figure 5.6: Lee side dune angle as a function of dune aspect ratio and dune asymmetry, with
indicated runs for Hd/λd = 1/100 and Hd/λd = 4.5/100 (left). Influence of dune asymmetry Ad on

salt intrusion lengths with λd = 100 m for Hd = 1.0 m (middle) and Hd = 4.5 m (right)

19More specifically, we use values for Ad ∈ (−1, 1) such that the term sin(π
2
Ad) = ±0.25, ±0.5, ±0.75, ±0.9. This

term appears in the dune shape formulation Λd as given in Equation 3.22.
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5.2 Dredging and Dumping on Existing Dune Fields

In this section, we investigate the influence of bed manipulations on an existing dune field of model
B-1 using a new bed-level formulation zb. We explore two distinct strategies and hypothesize a better
performance for one over another. Due to computational constraints, we do not cover the complete
parameter space for each strategy. Instead, we perform explorative research to shed light on which
interventions perform better than others and identify potential regions where an optimal strategy is
located.

5.2.1 Types of Interventions

We introduce two types of human interventions, which we refer to as Uniform Bed Alteration (UBA)
and Bed-Leveling Depth Control (BLDC). Both interventions are placed in an interval x ∈ [xint−
Lint, xint] for most landward location xint and intervention length Lint, using a similar envelope function
bint defined as

bint(x) =
1

1 + exp
(
−4(Lint+(x−xint))

∆int

) +
1

1 + exp
(
4(x−xint)

∆int

) − 1. (5.1)

for envelope smoothing parameter ∆int = 200 m. Uniform Bed Alteration (UBA) can be performed
by changing the bed level uniformly over x using

zb(x) = −h+ hd(x) + hintbint(x). (5.2)

which adds or subtracts sand uniformly over the intervention interval, except for the tapering at the
ends of the envelop function bint. See Figure 5.7 for an example. In practice, this means dredging and
dumping of sediment over any (unknown initial) topography. Bed-Leveling Depth Control (BLDC)
means dredging or dumping a section to ensure a minimum or maximum depth over the region of
intervention bint(x) is attained, and the existing vertical variation by sand dune topography is always
reduced (hence bed-levelling). This can be done using dredging, resulting in

zb(x) = min(−h+ hd(x), (−h+ hdredge)bint(x)) (5.3a)

for a pre-determined dredging height hdredge relative to reference level z = −h. Note that this method
is equivalent to the topping strategy as described by Campmans et al. (2021). Dumping using this
method is specified by

zb(x) = max(−h+ hd(x), (−h+ hdump)(2− bint(x))) (5.3b)

for a pre-determined dumping height hdump relative to reference level z = −h. Examples of both
dredging and dumping with BLDC are shown in Figure 5.8. In practice, this means dredging to
guarantee a minimal depth, or a dumping strategy which first fills the troughs of an existing dune
pattern.

We analyse the influence of both UBA and BLDC on the salt intrusion length. In this analysis,
we refer to the navigation depth as the minimum depth introduced by the interventions w.r.t. the
reference level of the free surface z = 0. Without measures, this means the navigation depth is equal
to h −Hd/2. With UBA, the overall dune topography is conserved, and hence, the changed vertical
velocities are mainly a result of changing water depth and not the shape itself. In this method, the
navigation depth is always changed, together with the average water depth. This is in contrast to
BLDC, where the shape and vertical variation of the bed are always reduced. Similar to UBA, when
dredging is done using BLDC, the navigation depth directly increases. However, dumping of sediment
does not directly change the navigation depth as long as hdump < Hd/2.
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Figure 5.7: Example of Uniform Bed Alteration for various hint (top) for an example of interval
envelope function bint (bottom).

Figure 5.8: Example of Bed-Leveling Depth Control with both dredging (top) and dumping
(middle) or various depths and an example of interval envelope function bint (bottom).

A decrease in average water depth decreases the salt intrusion length by enhanced vertical mixing
and increases background river flow (Hendrickx et al., 2023b; Siemes et al., 2023). Hence, both methods
likely aid in reducing the salt intrusion length when sediment is dumped in an intervention interval as
the water depth is decreased locally. However, this is likely done more efficiently in the shape-preserving
UBA method, as vertical advective mixing by the existing topography is retained. Furthermore, when
sediment is dumped in these methods, the navigability of the channel decreases, similar to an increase
in dune height, which can have a large impact on shipping (Hendrickx et al., 2023a).
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5.2.2 Influence of Uniform Bed Alteration (UBA)

We investigate the influence of UBA for various intervention locations and intensities (length and
height) when interventions are placed on the existing sand dune field of model B-1 (λd = 100 m,
Hd = 2.0 m, Ad = 0). The efficiency of the intervention is examined by evaluating the salt intrusion
length ⟨Ls⟩ and comparing it to the results of the B-1 model without interventions.

Location and Horizontal Extent of Dumping

Firstly, we investigate the influence of dumping only, more specifically, we investigate the dumping
location xint by implementing interventions of fixed height hint = 1.0 m with different lengths and
at various locations. The results are shown in Figure 5.9, which directly indicates that dumping of
sediment always decreases the salt intrusion length, regardless of location. However, it indicates that
both the location and length of the intervention can change the effectiveness of a measure. An increase
in intervention length generally decreases the salt intrusion length (Figure 5.9, right panel), however, a
significantly shorter intervention length of Lint = 1 km can be more effective when placed at the right
location. Moreover, for an intervention length of Lint = 5 km, there seems to be an optimal location
at around x = 20 km.

Figure 5.9: Influence of location and length of intervention for hint = 1 m, grey line indicating the
value of ⟨Ls⟩ for the reference model B-1 without interventions.

Intervention Height

The influence of intervention height is investigated by varying hint for two different intervention lengths.
Results are shown in Figure 5.10. For a given intervention length, a linear relationship of hint to the
salt intrusion length is found. Remarkable is the fact that for some dredging activities over a small
domain of Lint = 1 km, the salt intrusion length also decreases, this is likely a result of the rapid
change from one average depth to the next (due to an increase in bint). This strengthens the idea that
periodic interventions over the estuary can be used to create multiple changes in water depth and, as
such, create additional vertical mixing, this idea is explored in Section 5.3.
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Figure 5.10: Influence of changing intervention height with xint = 15 km for Lint = 1 and
Lint = 5 km respectively. Grey lines indicating the value of ⟨Ls⟩ for the reference model B-1 without

interventions (hint = 0).

Intervention Volume

The previous analysis indicates that a combination of both the length and height of the intervention
can be used to describe the salt intrusion length. We do so using the intervention volume, equal to
Vint = hintLint in the case of the UBA method. The relation of Vint to ⟨Ls⟩ is investigated for multiple
configurations, where a maximum intervention height of hint = 2 m is used. Intrusion reduction
is largest near the seaward side and interventions are mainly located here. Figure 5.11 shows that
the volume of intervention is the main predictor of change in salt intrusion length, with a linear
relationship. The right of Figure 5.11 again shows the influence of location for an intervention of
hint = 1 m, Lint = 5 km. The measure is most effective when centred around x = 17 km. However, the
overall magnitude of change is relatively small. The subtidal salt intrusion length decreases by around
1 km. Significantly larger sand volumes are necessary for a significant reduction.

Figure 5.11: Grey lines indicating reference B-1 value. Left: Influence of changing intervention
volume at various locations. Right: Influence of location of intervention for constant hint = 1 m,
Lint = 5 km. Dotted lines indicate the region of intervention, the marker indicates subtidal salt
intrusion length ⟨Ls⟩ and the solid line is the excursion over the tide (with magnitude ∆Ls).
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Influence of Interventions on Transport Components

The horizontal and vertical transport components of Qh and Tv for several cases are shown in Fig-
ure 5.12 and Figure 5.13 respectively, ordered from largest to smallest (most negative) volume Vint.
The grey area in the figures shows the location and length of intervention, with the height of the
intervention hint given in the title. Different cases with various lengths and heights (but not all model
runs) are shown to shed light on how local interventions change salt transport.

Figure 5.12: Horizontal fluxes for various bed manipulations, grey area indicating the interval of
intervention.

The horizontal component shows total transport over a water column and, hence, is independent of
the changing water depth, most noticeable for the subtidal depth-averaged transport Qh0. Freshwater
flushing remains equal between simulations, even though the water depth changes. Positive intervention
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heights (dumping of sediment) reduce the landward-directed shear transport Q′
h by reducing vertical

variations in the flow; the estuarine circulation. This magnitude of this component is correlated to
subtidal depth-averaged longitudinal salinity gradient ∂⟨s⟩/∂x. Simultaneously, the tidally-correlated
depth-averaged transport componentQht is increased over the intervention, likely a result of accelerated
tidal flow over the increased bed level height.

Figure 5.13: Horizontal fluxes for various bed manipulations, grey area indicating the interval of
intervention.

In the vertical component, we mainly see changes at the boundaries of the intervention intervals
where changes in mean water depth occur, indicating that maybe the transition introduced by the
intervention causes additional net vertical mixing and a shift in salt intrusion length, rather than the
vertical transport in the region of the intervention itself.
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The right panel of Figure 5.11 shows how a given intervention can best be placed centred around
x = 17 km. Differences are very minor, but analysis of the transport components of this intervention
indicates that this likely results from a relatively larger decrease of Q′

h than the increase of Qht.
Moreover, the peak in upward transport at the start of the intervention (xint − Lint) is in line with
a decrease in landward-directed transport Qht, meaning that salt transport upwards by a change in
water depth is less transport inland by the estuarine circulation.

5.2.3 Influence of Bed-Leveling Depth Control (BLDC)

Next, we investigate the influence of BLDC by dredging and dumping sediment at x = 10 km to 15
km in the estuary in model B-1. This is performed for various dredging heights (hdredge of 0.5, 0, -1
and -2 m) and dumping heights (hdump of 0, 0.5, 1 and 2 m) as illustrated in Figure 5.8.

The results are shown in Figure 5.14, where for the right panel the intervention volume Vint is
determined by the difference in bed level in the discredited models to B-1. The left panel shows that
dredging always increases the salt intrusion length. This effect becomes larger as the sand dunes are
completely dredged away in the B-1 model (hdredge < −1 m), and the average water depth increases
while the vertical mixing previously induced by dunes is removed. A similar argument holds for
dumping; dumping of sediment where the height of the dune crests is not increased (i.e. hdump < 1 m)
increases salt intrusion even further as vertical mixing is reduced. This again highlights the importance
of estuarine sand dunes. Furthermore, similar to the transport component analysis of the UBA, this
indicates that interventions mainly affect the salt intrusion length by mean depth changes, rather than
local topography changes.

Overall, using dumping with BLDC is less effective in mitigating salt intrusion than dumping in
UBA for the same volume of sediment at the same location. Moreover, when this dredging strategy is
applied, the effects on salt intrusion are even more detrimental than the bed manipulation technique
as shown in the right panel of Figure 5.14 which overlays the BLDC method on the UBA method of
Figure 5.11 (now in grey).

Figure 5.14: Bed-Levelling Depth Control between 10 and 15 km with eight different intervention
heights, the horizontal grey lines indicate the reference salt intrusion length from the B-1 model. Left:

Influence of dredging height. Middle: Influence of dumping height. Right: Total volume used for
interventions Vint and compared to the bed manipulation results of Figure 5.9 in grey.
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5.3 Creating Sand Dunes in a Flat Bed

Previous sections indicate that dunes are important for generating vertical velocities that induce vertical
mixing, potentially counteracting the effect of average water depth. Therefore, we investigate whether
the salt intrusion length can be reduced by dredging artificial dunes in the flat bed of model B-0.
Hence, we repeat the study of dune height on salt intrusion, using the bed level function

zb(x) = −h+
Hd

2
b(x)(Λd(x)− 1) (5.4)

such that crests of the dunes and hence, the navigation depth are maintained at z = −h; the troughs
are located at at z = −h − Hd, see Figure 5.15 for a visualisation. We now refer to the variable
Hd as the dredged dune depth, rather than height. Note that this method removes sediment from the
system, similar to the analysis of Section 5.2. For the envelope function b, both the global estuary dune
function bd (Equation 3.18) and the local intervention function bint (Equation 5.1) can be used.

Figure 5.15: Example of dunes below the reference level for various dune heights Hd.

5.3.1 Influence of Dredged Dune Depth

We investigate the influence of the dredged dune depth Hd on the salt intrusion length, as we assume
that the influence of dune length λd and asymmetry Ad on the salt intrusion length is relatively similar
to the results of Section 5.1 and that dune height is the predominant predictor. Therefore, we only
vary the dredged dune depth Hd, and use constant λd = 100 m and Ad = 0. Dunes are generated
over the full estuary with b = bd using Equation 5.4. Where b > 0, the average water depth increases,
and subsequently, the depth-average seaward-directed river flushing will decrease. To determine the
influence of this channel-deepening that is embedded in Equation 5.4, we also run simulations with
channel deepening only, i.e. with

zb(x) = −h− Hd

2
b(x) (5.5)

for the same values of Hd to determine the influence of increased water depth.

The results are shown in Figure 5.16 and compared to the salt intrusion length of model B-0 (a
flat bed) and a close-up of the middle and right panel is provided in Figure 5.17. The left panel of
Figure 5.16 shows that for small dredged dune height Hd < 1.2 m, the salt intrusion is increased. The
middle panel indicates that results from the increased water depth, which decreases riverine flushing
while relatively little vertical mixing is generated by the dunes. For small Hd = 0.2 m, the salt
intrusion length follows the trend of channel deepening only. Moreover, analysis of the transport
components Qh and Tv shows a significant increase in estuarine circulation Q′

h, whereas the vertical
transport remains relatively similar (this figure is not shown). Increasing dredged dune depth further,
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sufficient vertical transport is generated by the dredged dunes and the change of salt intrusion length
follows the decreasing trend shown earlier in Figure 5.2. The estuarine circulation Q′

h and tidally-
correlated depth-averaged transport Qht are both decreased, resulting in a decrease of the salt intrusion
length. The transition where ⟨Ls⟩ is less than the baseline value of model B-0 occurs at approximately
Hd = 1.2 m.

Figure 5.16: Influence of dredging depth of artificial dunes with λd = 100 m and Ad = 0 on the salt
intrusion length ⟨Ls⟩ (left), comparison with the data from the dune field of Figure 5.2 and channel

deepening only (middle) and relation of ⟨Ls⟩ to ∆Ls for all model runs (right).

Figure 5.17: (Zoom of Figure 5.16) Influence of dredging depth of artificial dunes with λd = 100 m
and Ad = 0 on the salt intrusion length ⟨Ls⟩ with comparison with the data from the dune field of
Figure 5.2 and channel deepening only (left) and relation of ⟨Ls⟩ to ∆Ls for all model runs (right).

The right panels of Figure 5.16 and Figure 5.17 show that for dunes and channel deepening without
dunes, the tidal excursion length ∆Ls is inversely proportional to the salt intrusion length ⟨Ls⟩. This
likely results from a linearly decreasing tidal flow velocity relative to the distance of the seaward end
x = 0 km. However, the dynamics are slightly difference for the dredged dunes simulations, where the
tidal excursion does not change significantly between model runs.
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5.3.2 Influence of Dredging Location

We have shown that dredging dunes in a flat bed of bathymetry B-0 can decrease the salt intrusion
length when performed over the full estuary. In this final subsection, we dredge dune shapes in a
specific location using b = bint, to determine whether this mitigation strategy is also effective in a
smaller interval. We do so similar to the analysis of UBA. Symmetric (Ad = 0) sand dunes are dredged
with depth Hd = 2.0 m and length λd = 100 m over a horizontal extent Lint = 5 km at various
locations, which is expected to reduce the salt intrusion length.

The results are shown in Figure 5.18, relative to the result of model B-0. The overall effect is
relatively small but significant with a reduction of the salt intrusion length of around 1 km. The
excursion over the tidal cycle ∆Ls remains equal, and the dredging activities are best located around
x = 5 to 10 km.

Overall, this indicates that dredging dunes in a flat bathymetry, while keeping navigability equal,
can decrease the salt intrusion length significantly. Digging larger sand dunes with a larger aspect ratio
Hd/λd is likely more efficient in achieving a reduction of the salt intrusion length. Furthermore, results
are more significant when the measure is performed in a larger region of the estuary, and the influence
of relatively small dunes (Hd = 2 m) over a small region (Lint = 5 km) is relatively minor.

Figure 5.18: Influence of location of digging Hd = 2 m on the salt intrusion length ⟨Ls⟩. Grey lines
indicate the reference value of B-0, with minimum and maximum over the tide by dashed grey lines.

5.4 Influence of Geometry on Vertical Transport and Relation to Salt
Intrusion Length

In this last section, we generalise the above findings to characterise the influence of sand dune char-
acteristics on vertical transport. We do so using data from Subsection 5.1.1, Subsection 5.1.2 and
Subsection 5.3.1, i.e. variations in dune length λd, dune height, and dredged dune depth (both char-
acterised by Hd over the whole estuary (using bd). This results in an analysis comprised of 19 model
simulation runs in total. We only focus on changes over the whole estuary and variation in asymmetry
is neglected as the influence turns out to be negligible. To quantify the amount of vertical activity
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and transport, we evaluate the overall stirring parameter S as in Equation 2.28 and the mean vertical
transport Mv as in Equation 2.27.

Figure 5.19 shows the relation of max(S) to the salt intrusion length in the left panel, and the
influence of changing dune aspect ratio Hd/λd on this stirring parameter in the right panel. This is
done both for dunes where the mean depth is maintained (Subsection 5.1.1 and Subsection 5.1.2) and
dredged dunes where the depth increases with Hd (Subsection 5.3.1). Changes in channel depth only
are not taken into account (as Hd = 0 m).

The peak of max(S) is always attained around x = 6 km as shown in Figure 5.4 and the magnitude
of the peak is linearly related to the aspect ratio. The left panel shows that this stirring parameter
max(S) also does not correlate to the salt intrusion length ⟨Ls⟩ and highlights that the influence of
estuarine sand dunes should always be evaluated in relation to the overall geometry such as channel
depth. Hence, this parameter only quantifies the overall amount of vertical mixing induced by a change
in topography (just landward of L0), where a sudden increase in vertical mixing occurs.

Figure 5.19: Left: Relation of the maximum absolute stirring parameter max(S) to the salt intrusion
length ⟨Ls⟩. Right: Relation of aspect ratio Hd/λd to max(S). Symbols are the same as in Figure 5.16.

The relation of the salt intrusion length ⟨Ls⟩ to the mean amount of vertical transport Mv in the
region of stratification and geometry is shown in Figure 5.20. The dashed line in the left panel is the
found correlation of the two variables that can be described by

⟨Ls⟩ = (p1Mv + p0)
−1 , (5.6)

for p1 = 0.437 s/m2 and p0 = −1.96 · 10−5 m−2. Note that both these parameters are derived from
model output and this is not a causal relation of one variable of the other, but merely a correlation
as the two are highly intertwined. A larger vertical transport will decrease the salt intrusion length.
Reversely, when the salt intrusion length decreases, the mean vertical transport must increase to
balance the overall salt transport.

The relation of the amount of vertical mixing Mv to input parameters (dune height, dune length,
and change in channel depth) is shown in the middle and right panels of Figure 5.20. As indicated by
the right panel, channel deepening alone linearly decreases the mean amount of vertical mixing when
dunes are not implemented. Similar to Figure 5.16, the dynamics present with dredged dunes are
located between dunes and channel deepening, but an exact quantification of the relative contributions
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can not be given. For small dune length λd = 50 m (Hd/λd = 0.02), the red line tends to deviate from
the black line (where only Hd is changed). This might be due to the discretisation of ∆x = 10 m that
is too coarse for small dunes, but it might also be that this relation is not dependent on Hd/λd as
currently presented, but on some other relationship.

All in all, this shows that vertical mixing throughout the whole estuary and the salt intrusion
length are greatly connected. An increase in vertical mixing decreases salt intrusion, in line with
literature (MacCready & Geyer, 2010). Both channel deepening and changing dune geometry can
change the amount of vertical mixing. We have shown that also dredged estuarine sand dunes, can
reduce the salt intrusion length, solely by generating sufficient vertical mixing to counteract the adverse
decline in vertical mixing introduced by channel deepening.

Figure 5.20: Relation of the salt intrusion length ⟨Ls⟩, the mean amount of vertical transport Mv in
the region of stratification and geometry. Results are shown from 19 simulations for various dune and

depth configurations. Left: relation of Mv to ⟨Ls⟩. Relation of changing dune aspect ratio Hd/λd
(middle) and mean depth of the estuary (right) to the mean amount of vertical transport Mv in the

region of stratification.
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Chapter 6

Discussion and Conclusions

6.1 Model Set-up and Assumptions

The construction of the model relies on specific assumptions aimed at narrowing the free parameter
space and concentrating the investigation on sand dune characteristics and potential interventions.
These assumptions are revisited here to place the results into context. The idealised setting is funda-
mental to the research strategy and does not constrain the results but instead enhances the focus on
estuarine sand dunes. The strength of this approach is its ability to trace changes in salt intrusion
length directly to dune characteristics, without interference from other processes.

6.1.1 Model Geometry

The 2DV model construction allows for evaluating the two most dominant transport mechanisms
related to salt intrusion, which results from a balance of in- and outflowing longitudinal transport
components, with vertical transport decreasing the stratification. However, the 2DV setting neglects
some aspects of salt dynamics in estuaries. Lateral processes, such as tidal trapping and lateral flow
in harbours, can change the salt balance and geomorphological characteristics such as meandering are
neglected. This has been shown to influence tidal propagation and the salt intrusion length significantly
(Hendrickx et al., 2023b). Additionally, the uniform width leads to a constant background river
velocity, whereas many estuaries have a funnel-like shape, resulting in variability of the river velocity.
By neglecting the variability of lateral processes, we allow ourselves to focus on the longitudinal and
vertical transport components, most important for sand dunes.

The average bed level of −h = −15 m NAP is a schematisation of the seaward part of the estuary
RWW (0 < x < 30 km) and the influence of a slight bed slope in the upper part of the estuary is
neglected. During the model set-up, the river discharge qr was identified to be a dominant parameter
influencing the salt intrusion length. Similarly, model results are likely sensitive to a model choice
of location of a change in bed level. Therefore, to focus on sand dunes, the choice was made to
use a uniform mean bed level to prevent a possible interaction of transport mechanisms and a bed
slope.

Due to the implementation of boundary conditions, the estuary length L is not an independent,
but a physical parameter of the system representing the length over which the tidal influence decays
(as indicated in Equation 4.2). The value L = 50 km was chosen to be sufficiently large to capture all
salt dynamics while avoiding resonance length issues20, and which produces a tidal flow representative

20For a frictionless channel of uniform width, the smallest theoretical resonance length of the M2 tide equals 136 km
(Khojasteh et al., 2020), which is significantly larger than the used estuary length.

Page 85 of 96



CHAPTER 6. DISCUSSION AND CONCLUSIONS

of the RWW. Lastly, during model development, an increase in estuary length to L = 200 km only
resulted in a small difference in the salt intrusion length (order of 1 km).

6.1.2 Model Parameters and Validation

The value of the roughness height is representative of sandy beds but results in more tidal amplification
than expected for the RWW. This amplification is enhanced further when more tidal constituents
are implemented. This amplification might result from neglecting lateral effects and meandering.
Usually, the roughness height is used for model calibration, and increasing this value can reduce the
amplification. However, our early modelling efforts indicate that while this is effective for calibrating
the free surface, it drastically reduces the salt intrusion length, creating salt transport unrepresentative
of the RWW. Hence, calibration of the free surface on roughness height in an idealised 2DV model may
be unsuitable when evaluating salt intrusion. In our model, the tidally-correlated transport components
only play a minor role in the transport of salt, both horizontally and vertically. Therefore, a reduction
of amplification of the free surface likely affects salt intrusion to a negligible degree.

The k-ϵmodel was selected with constant background eddy parameters. The horizontal SGS model
models eddy diffusivity as a function of depth and is considered unsuitable for sand dunes. The values
of the background values are chosen based on the modelling study of Dijkstra et al. (2022) to ensure
sufficient turbulent diffusion throughout the domain, which results in flow and transport characteristics
similar to the RWW. However, the constant background parameters dominate the eddy diffusivity in
the horizontal direction, resulting in a longitudinally uniform horizontal turbulence model. This might
be unrealistic for the RWW and a more accurate representation of horizontal turbulence might be
required, for example, Kranenburg and van der Kaaij (2019) use a spatially varying horizontal eddy
viscosity.

The reduction of turbulence in regions of high stratification is likely overestimated in Delft3D-
FLOW, as shown by the comparison of vertical diffusivity Kv with field measurements (de Nijs et
al., 2010). Stratification results in a large buoyancy flux that greatly reduces the turbulent kinetic
energy, and the vertical eddy viscosity and diffusivity reduce to the specified background values in the
upper half of the water column. This implies that the remaining dispersion is a result of user-defined
dispersion and is not resolved by the model.

6.1.3 Assumptions in Flow and Transport Model

The flow and transport equations are derived from the Navier-Stokes equations, using the Reynolds-
averaging approach, the hydrostatic assumption and the Boussinesq approximation. We describe the
influence of these assumptions.

The k-ϵ model is applied to close the RANS equations. While the k-ϵ model serves its purpose,
more accurate turbulence models exist, especially in stratified and boundary friction-dominated flows
(Dijkstra, 2014). In our model, turbulence is modelled and not resolved (i.e. no Direct Numerical Sim-
ulation (DNS) or Large Eddy Simulation (LES)), and highly turbulent effects such as vortex shedding
and internal wave breaking are not present explicitly but are represented implicitly by the background
values. Hence, the current model predominantly captures advective effects. When these processes are
resolved accurately by changing from RANS to LES or DNS, the turbulent diffusivity would likely
increase and decrease the salt intrusion length.

Similarly, the hydrostatic assumption does not capture internal waves nor flow separation over sand
dunes. The idealised estuary resembles low-velocity conditions with relatively low-angled estuarine sand
dunes. Hence, the hydrostatic assumption is credible as internal waves mainly form with significant
flow, and flow separation mainly occurs over steep dunes. Furthermore, the exclusion of these processes
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further contributes to an underestimation of turbulent diffusivity. All in all, the model equations can
determine salt intrusion over an undulating topography well. The mitigating effect of sand dunes on
salt intrusion is probably even larger than currently predicted.

6.1.4 Delft3D-FLOW Disretisation and Solver

Delft3D-FLOW forms the main standard for most coastal engineering modelling problems in the
Netherlands, employed both by industry and research. The used version is calibrated to, and vali-
dated for various physical systems, and can also be used in an idealised setting (Hibma et al., 2003;
Borsje et al., 2013; Overes, 2021). The σ-grid captures the flow over sand dunes well with relatively
low computational cost. It can be implemented well as no global bed slope is present, in which case
this discretisation would be unsuitable. Bijvelds (2001) shows that the z-model (that uses a Cartesian
discretisation) is more suitable for accurate salt dynamics modelling over steep topography and large
bathymetry changes. It is unclear whether this also applies to local topography changes such as sand
dunes. This can easily be investigated by modelling the transport of salt over the B-1 model using
the z-model. As this requires significantly more vertical layers near the bed and greatly increases
computation time this is not investigated in this research but is open for future research.

6.2 Recommendations

6.2.1 Model Improvement

Our convergence study has demonstrated the accuracy of the discretisation, particularly in predicting
the influence of sand dunes on salt intrusion with hydrostatic processes. When continuing the current
study in Delft3D-FLOW, we recommend lowering the value of DBACK

h to eliminate the dispersive time-
step restriction, as the influence on transport and ⟨Ls⟩ is relatively small. This allows running the
model with a larger timestep and decreases computation time. Furthermore, with dunes of λd = 125 m
in length, we have shown a solid numerical convergence using ∆x = 10 m. The results of Section 5.4
seem to indicate that the used discretisation of ∆x = 10 m is suitable for these longer dunes, but that
smaller grid cells are required for dunes smaller than λd = 75 m in length.

To further the current study, we advise running more simulations with our model to continue
investigating the tidal propagation through the estuary and to determine the influence of multiple
tidal constituents on salt intrusion. The interaction of sand dunes with more complex tidal behaviour
is not covered by this research.

While the current computational cost is manageable and feasible on a laptop, it is advisable to
implement the model on a high-performance cluster for calculations. This allows to cover a larger
parameter space to determine the influence of sand dunes on a larger variety of estuaries, rather than
the limited partially mixed estuary currently covered (also see Figure 2.3). Unfortunately, attempts to
implement the Delft3D-FLOW Version 4.0 on a cluster were unsuccessful in this study, and a careful
selection of model runs was needed. While the successor D-FLOW Flexible Mesh has been successfully
implemented in a computational cluster, current studies show that this version may yield local insta-
bilities in stratified systems (personal communication with R.W.A. Siemes, September 2023).

The model can mainly be improved by the addition of processes currently not captured, such as
non-hydrostatic effects and more advanced turbulence models. Given the limitations of Delft3D-FLOW
to account for these processes, it is recommended to implement these processes in more flexible solvers
such as OpenFOAM. This allows for the evaluation of intermediate results and calculations and gives
more flexibility in adapting the numerical solver and implementation of boundary conditions. Current
challenges lie mainly in the implementation of the free surface and boundary conditions.
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6.2.2 Future Research

Estuarine sand dunes as a nature-based solution against salt intrusion seems an effective measure,
raising questions that merit further research. A first step into a general quantification of the amount
of vertical mixing induced by estuarine sand dunes was performed based on the aspect ratio Hd/λd of
the dunes in Section 5.4. Other parameterisations of dunes might be necessary to quantify this across
all estuarine regimes. Furthermore, the influence of non-hydrostatic effects requires more exploration,
especially the relation to the salt intrusion length on the estuary scale. Turbulent mixing may be
enhanced by internal wave-breaking, and the salt intrusion length might decrease even further when
internal waves close to resonance conditions can be generated (Groenenboom et al., 2019; Wegman,
2021).

In this research, the effectiveness of estuarine sand dunes is measured for a single type of estu-
ary with specific conditions, focussing on parameters representative of the RWW during summertime
conditions. Research efforts should look at whether this mitigation strategy is also effective in other
systems and under different conditions. For example, the effectiveness of estuarine sand dunes might
be less effective in systems that are already well-mixed, and the processes might be different for sys-
tems where the geometry or external influences like tidal and river velocities differ. Furthermore, salt
intrusion is most detrimental during extreme events, in particular, low river discharges and set up of
the sea surface elevation, which might be enhanced by estuarine sand dunes. Measures that rely on an
increase of vertical mixing are less effective during set-up events and further research should evaluate
the effectiveness of estuarine sand dunes during changes in external influences during extreme events
(Kranenburg & van der Kaaij, 2019).

This research especially focuses on the influence of a morphostatic bathymetry in terms of sand
dunes on salt intrusion and stratification. Research dedicated to understanding how stratification
influences sand dune growth and migration should be continued. This is already the topic of current
research (van der Sande et al., 2021, 2023), and evaluating what dune shapes are likely to form for
specific estuaries is essential. This study has highlighted the potential benefits of artificially dredged
sand dune fields in decreasing salt intrusion length. Future work should focus on ensuring that the shape
characteristics align close to the system’s natural equilibrium (assuming that it exists), minimizing the
need for periodic dredging activities. When sand dunes can be implemented as a nature-based solution
against salt intrusion, and when this can be done in a minimal-intervention method, biotic influences
will alter the dynamics of the bed and flow. For example, research has shown the interaction of worms
and benthic organisms on marine sand wave growth (Damveld et al., 2019; Damveld et al., 2020).

6.2.3 Implications

The modelled influence of sand dunes is in the order of kilometres to an overall salt intrusion length of
30 km. Other external estuarine-scale factors, such as tidal amplitude and river flushing, influence the
salt intrusion length to a much larger degree but are under limited human control. In the Netherlands,
the flow can be diverted over the different branches, but the overall discharge remains. Meandering and
decreasing the average water depth can be adapted, but is often unfeasible due to existing infrastructure
along the estuary and the required navigation depth for shipping. Sand dunes, as adaptable measures,
offer a means of intervention and can serve as a nature-based solution against salt intrusion. An increase
in the dune aspect ratio leads to enhanced vertical mixing and a reduced salt intrusion length. The
influence of vertical mixing when creating sand dunes in a flat bed, can even counteract the detrimental
effect of deepening the estuary. Conversely, we have shown that current dredging activities in the RWW
are likely unfavourable in terms of salt intrusion. The bed-leveling procedures reduce vertical mixing
and increase the salt intrusion length. Retaining an undulating topography that allows for vertical
transport is recommended when dredging and dumping sediment.
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6.3 Conclusions

In this section, we will revisit the methodology and argue why results can be trusted. Moreover, we
summarise our findings and answer the research questions as presented in Section 1.1. Most impor-
tantly, we aim to answer the question: What is the influence of estuarine sand dunes on salt
intrusion?

6.3.1 Validity of the Model

The problem of salt intrusion is modelled in a highly idealised manner to focus solely on sand dune
characteristics, eliminating numerous influencing factors such as lateral effects, multiple channels, bed
slope and narrowing of the estuary. Nevertheless, the model shows a good resemblance of flow and
salinity distribution of a partially mixed estuary, aligning relatively well with field measurements of the
RWW (Subsection 4.1.3). Furthermore, the model shows robust numerical convergence (Section 3.4),
and a doubling of the number of grid cells in both vertical and horizontal directions is expected to yield
a negligible improvement in model accuracy. A horizontal grid cell size of ∆x = 10 m and K = 40
vertical layers effectively captures most of the hydrostatic flow and salt transport behaviour, ensuring
the results’ robustness and independence of the chosen discretisation.

6.3.2 Methodology and Analysis Tools

We introduced a methodology to quantify and decompose the vertical transport of salt. In combination
with dune averaging, this method provides a tool that aids in understanding the overall vertical flux
and correlates well to the salt intrusion length. It enables successful evaluation of the advective and
dispersive components respectively. Furthermore, it shows how the newly introduced dune-averaging
operator works effectively, approximating the net flux over a single dune.

6.3.3 Answers to Research Questions

• What processes govern the salt dynamics and what role do sand dunes play?

In the literature research, we have highlighted the main processes that play a role in salt intrusion.
The balance between longitudinal processes determines the salt intrusion length, and an increase in
vertical transport decreases stratification. Similarly, sand dunes can be schematised as 2DV bedforms,
and we mainly highlight and investigate vertical and longitudinal processes. Research indicates that
the outflowing freshwater flushing and the inflowing estuarine circulation are the dominant transport
mechanisms for the RWW, which can be identified as a partially-mixed to salt wedge estuary.

Our model results suggest that the presence of sand dunes does not change the type of estuary
or transport regime, and the dominant horizontal components are always the outflowing river flushing
and estuarine circulation causing a net inward transport. Although the balance between transport
components may shift, resulting in different salt intrusion lengths, the dominant processes remain
consistent, enabled by a change in salinity structure through the estuary from the seaward end to the
salt intrusion limit. Furthermore, in the case of constant mean water depth, we have found an inversely
proportional relationship of tidal excursion length ∆Ls to salt intrusion length ⟨Ls⟩, which likely arises
from the linearly decreasing tidal velocity from the seaward end.

• What is the influence of sand dune characteristics such as height, length and asymmetry, on salt
transport and the salt intrusion length?

Changes in dune geometry and characteristics impact the salt intrusion length, which is most sensitive
to a change in dune height. An increase in dune height enhances vertical advective transport, bringing
more saline water upwards through the water column and reducing stratification. Similarly, decreasing
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dune length increases the dune slope and enhances the vertical exchange. Dune asymmetry, however,
has a negligible influence on our model results, likely originating from the hydrostatic assumption.
With all these changes, the overall horizontal transport components do not change qualitatively. The
mean total vertical transport Mv depends on the dune geometry and is linked to the salt intrusion
length. Generally, salt intrusion can be reduced with dunes with a larger dune height.

• How does dredging and dumping of sediment in a sand dune pattern influence the salt intrusion
length?

Manipulation of an existing sand dune field changes the salt intrusion length. Dredging of sediment
reduces the main outward-flowing river transport and causes an increase in water depth which decreases
the amount of vertical mixing, both contributing to an increase in the salt intrusion length. The volume
of sediment dredged is roughly proportional to the change in salt intrusion length.

The influence of dumping depends on the strategy employed. Uniform Bed Alteration (UBA)
preserves topography and decreases the salt intrusion length proportionally to the volume of sediment
dumped by a uniform reduction of the mean water depth over the intervention location. Alternatively,
Bed-Levelling Depth Control (BLDC) removes the topography and subsequently, reduces vertical mix-
ing. Dumping of sediment is only effective in mitigating salt intrusion when the volume used is sufficient
to exceed the original crest height.

Regardless of the method used, a change in salt intrusion length is similar to the influence of a
changing mean water depth where the vertical mixing and freshwater flushing increase. However, the
downside of this method is that it decreases navigability. The horizontal transport components change
slightly in the region of intervention. The vertical transport only changes near the boundary of the
intervention region and the magnitude of the vertical flux over the intervention itself is not altered
significantly. These interventions do not change the overall mean vertical flux (as with changing dune
height) but rather change the balance of horizontal components. Lastly, the location of dumping
sediment matters, the achieved reduction in the salt intrusion length is most effective relatively close
to the seaward end. However, it is unclear whether this location also holds for different dumping
volumes.

• How can artificially created sand dunes reduce salt intrusion in an estuary previously depth-
maintained?

Creating sand dunes by dredging in a flat bed can serve as a mitigation tool against salt intrusion.
A sufficiently deep dredged dune height generates sufficient vertical mixing to counteract the adverse
effects of deepening the channel, maintaining estuary navigability while enhancing vertical mixing with
local topography. This method is most effective when performed on a large scale throughout the estu-
ary. When a smaller extent is used, again an optimal location will exist.

What is the influence of estuarine sand dunes on salt intrusion?

In summary, our findings underscore the necessity of considering estuarine sand dunes in the eval-
uation of salt intrusion. These dunes have demonstrated a substantial capacity to enhance net vertical
advective transport and, thereby, reduce the salt intrusion length. This highlights the importance of
preserving these bedforms and indicates the potential adverse effects associated with dredging. Not
only by an increase in water depth that reduces freshwater flushing and vertical mixing but also by
removing vertical changes in the bed level that facilitate the advective vertical transport. This shows
that dredging in the RWW can be performed more efficiently with regards to salt intrusion, by retaining
vertical variation of the bed while keeping navigability the same. Finally, given the natural presence of
these bedforms in estuarine systems, they can serve as a nature-based solution to effectively mitigate
salt intrusion.
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Appendices

A.1 Appendices to Chapter 2

A.1.1 Derivation of 2DV model equations from 3D Navier Stokes equations

To model both fluid velocities and salinity, we start with the governing equations for fluid flows: the
Navier-Stokes equations. A bold notation is used for vectorial quantities. For such objects, the sub-
script "3" means that it is three-dimensional and without such a subscript the object is two-dimensional.
Flow velocities are denoted by u3 = (u, v, w) in m/s in x3 = (x, y, z)-direction respectively. The nabla
operator is defined as ∇3 = (∂/∂x, ∂/∂y, ∂/∂z), with the Laplacian ∆3 = ∇3 · ∇3 and unity vector
I3 = (1, 1, 1). The salinity s(x3, t) is a scalar value in ppt. Under the assumption of a constant
temperature of T = 15 ◦C, the basis is formed by the Navier-Stokes equations with a conservation
equation for salt, in three dimensions equal to

∂ρ

∂t
+∇3 · (ρu3) = 0 (1)

∂ρuT3
∂t

+ (u3 · ∇3)(ρu
T
3 ) = (µ∆3u3)I

T
3 − (∇3p)

T + ρgT , (2)

∂s

∂t
+∇3 · (su3) = ∇3 · (Ds∇3s), (3)

ρ(s) = ρ0(1 + βs) (4)

where we recognise the (1) conservation of mass, (2) conservation of momentum in the three dimensions
(transposed notation ·T is used to indicate the three equations) and (3) conservation of total salt.
Density is denoted by ρ in kg/m3, dynamic viscosity µ in kg/m/s and the spatially uniform molecular
salt diffusion coefficient Ds in m2/s. Gravity acts downward in the vertical dimension z with g =
(0, 0,−g) with gravitational acceleration constant g = 9.81 m/s2.

Incompressiblity

We assume the flow to be incompressible (but variable-density), meaning that density does not depend
on pressure but on salinity only. This incompressibility assumption does not imply that density is
constant, only that the material derivative Dρ

Dt =
∂ρ
∂t + u3 · (∇3ρ) is zero. A constant-density flow is a

special case of incompressible flow. The mass conservation equation (1) now reduces to

∂ρ

∂t
+∇3 · (ρu3) =

����������:0(
∂ρ

∂t
+ u3 · (∇3ρ)

)
+ ρ∇3 · u3 (5)

= ρ∇3 · u3 = 0 (6)
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Since ρ > 0, this simplifies to the divergence-free equation ∇3 ·u3 = 0. Similarly, for the momentum
conservation equation (2), the left-hand side equates to

∂ρuT3
∂t

+ (u3 · ∇3)(ρu
T
3 ) = uT3

���������:0
(
∂ρ

∂t
+ u3 · ∇3ρ

)
+ ρ

(
∂uT3
∂t

+ (u3 · ∇3)u
T
3

)
(7)

=⇒
∂uT3
∂t

+ (u3 · ∇3)u
T
3 = (ν∆3u3)I

T
3 − 1

ρ
(∇3p)

T + gT (8)

for kinematic viscosity ν = µ/ρ. Finally, for the salt transport equation (3), we see that

∂s

∂t
+∇ · (su3) =

∂s

∂t
+ s�����:0

(∇3 · u3) + u3 · (∇3s) (9)

=⇒
∂s

∂t
+ u3 · (∇3s) = ∇3 · (Ds∇3s) (10)

such that we end up with

∇3 · u3 = 0 (11)

∂uT3
∂t

+ (u3 · ∇3)u
T
3 = (ν∆3u3)I

T
3 − 1

ρ
(∇3p)

T + gT , (12)

∂s

∂t
+ u3 · (∇3s) = ∇3 · (Ds∇3s), (13)

ρ(s) = ρ0(1 + βs) (14)

2DV system

Next, we will assume no flow (v = 0) and no variation (∂/∂y = 0) in the lateral direction. This leads
to a two-dimensional (2DV) model where we use the definition u = (u,w) in x = (x, z)-direction
respectively. Also the nabla operator now equals ∇ = (∂/∂x, ∂/∂z), with Laplacian ∆ = ∇ · ∇ and
salinity described by s(x, t). This results in the two-dimensional equations

∇ · u = 0 (15a)

∂u

∂t
+ (u · ∇)u = ν∆u− 1

ρ

∂p

∂x
, (15b)

∂w

∂t
+ (u · ∇)w = ν∆w − 1

ρ

∂p

∂z
− g (15c)

∂s

∂t
+ (u · ∇)s = ∇ · (Ds∇s), (15d)

ρ = ρ(s), (15e)

with variables u,w, s, ρ, p now acting in (x, t) only. Instead of fully resolving these equations, we apply
Reynolds-averaging, introducing eddy viscosity and -diffusivity in the equations to model the turbulent
effects. Next to this, we use the Boussinesq approximation and assume that density differences are
only implemented as a buoyancy term and not in viscous effects, and small changes in density (i.e.
ρ/ρ0 ≈ 1) are neglected. Lastly, we apply the shallow water approximation, meaning that the vertical
momentum equation reduces to the pressure equation

1

ρ

∂p

∂z
− g = 0,
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which can be solved explicitly by integrating from the free surface. Here we assume p(x, η, t) = patm,
such that

p(x, z, t) = patm +

ˆ η

z
gρdz̃.

In turn, the pressure gradient in the horizontal momentum equation is equal to

1

ρ

∂p

∂x
=

1

ρ

∂

∂x

ˆ η(x)

z
gρdz̃ = g

ρ(η)

ρ

∂η

∂x
+

1

ρ

ˆ η(x)

z
g
∂ρ

∂x
dz̃ = g

ρ(η)

ρ

∂η

∂x
+
ρ0
ρ
gβ

ˆ η(x)

z

∂s

∂x
dz̃ (16)

≈ g
∂η

∂x
+ gβ

ˆ η(x)

z

∂s

∂x
dz̃ (17)

where we use Leibniz’s rule of integration, the Boussinesq approximation and the equation of state
(Equation 14). Finally, the flow is modelled by the width-averaged (2DV) shallow-water equations

∇ · u = 0 (18)

∂u

∂t
+ (u · ∇)u = ∇ · (A∇u)− g

∂η

∂x
− gβ

ˆ η(x)

z

∂s

∂x
dz̃ (19)

∂s

∂t
+ (u · ∇)s = ∇ · (K∇s), (20)

where the diagonal matrices A and K contain the horizontal and vertical eddy viscosity and -diffusivity
respectively, with

A := diag(Ah, Av), K := diag(Kh,Kv).

The term g∂η/∂x describes the barotropic pressure gradient and the salinity-induced baroclinic pres-
sure gradient by gβ

´ η(x)
z

∂s
∂xdz̃. Here, g denotes the gravitational acceleration, and β the contraction

coefficient in ppt−1.

A.1.2 Parameters to Characterise Stability of Stratification

Stratification, and the stability of stratification (the resistance for a fluid to mix vertically), can be
characterised using several parameters which we will describe in this section. Firstly, the Brunt-
Väisälä frequency N (also known as the buoyancy frequency or the Brunt-Väisälä parameter) is
a measure of the stability of a fluid stratification to vertical displacements such as those caused by
advection, and defined as

N2(t) = − g

ρ0

∂ρ

∂z
.

It is referred to as a frequency, as this equals the frequency at which a vertically displaced parcel
will oscillate within a statically stable fluid with vertical density profile ρ(z). When it is displaced by
a small perturbation z̃ on a background density ρ0, the additional gravitational force on the parcel
equals

ρ0
∂2z̃

∂t2
= −g(ρ(z)− ρ(z + z̃)).

Taking z̃ very small, this approximates to the second-order differential equation

∂2z̃

∂t2
=

g

ρ0

∂ρ(z)

∂z
z̃
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with solution

z̃ = z̃0 exp(iNt)

For negative vertical density gradients (N2 ≥ 0), the displacement solution z̃ will oscillate with fre-
quency N (and eventually stabilize by friction). If instead, density increases with height (N2 < 0),
there is exponential growth of displacement z̃ and the stratification in the fluid is unstable.

The previous parameter describes the static fluid situation. Vertical turbulent mixing might
break the stable stratification. This dynamic stability of stratification is described by the gradient
Richardson number, defined as

Rig = −
g
∂ρ

∂z

ρ0

(
∂u

∂z

)2 =
N2

S2
.

It relates stratification (as a measure of N2) to the degree of turbulent mixing S2 =
(
∂u
∂z

)2. The
critical gradient Richardson number Ric appears in literature as a linear stability threshold of steady,
two-dimensional, stably-stratified, horizontal shear flows of an ideal Boussinesq fluid. This analysis
suggests that these stratified flows are stable if Ri > Ric = 1/4. However, measurements show that
highly turbulent flows can remain stable for increasing Ri above 1. Moreover, hysteresis of the system
can alter results, and the value of Ric ranges from 0.2 to 1 in literature. Galperin et al. (2007) therefore
argue that Ri as a criterion of turbulence extinction is ill-advised and should be avoided. Therefore, we
use the Richardson number merely as an indicator of flow stability and not as a strict criterion.

Lastly, the densimetric Froude number is often used in the context of the Boussinesq approx-
imation, where

Frd =
u√
g′H

, g′ = g
ρ0 − ρ

ρ0
,

with reduced gravity g′ and indicates the relative strength of the exchange flow due to gravity. The
leading edge of a gravity current moves with a front Froude number of about unity. Laboratory
experiments have shown that the potential for a salt wedge to form increases for a densimetric Froude
number less than 1.

All in all, we consider the stratification in the estuary to be stable if N2 ≥ 0 with Ri > 1/4
an additional indication that turbulence does not break stability. The relation of stratification and
location of Frd = 1 will be investigated to determine a possible salt wedge.

A.1.3 Influence of Sand Dunes on Vertical Flow

The influence of sand dunes on the flow can be investigated for a simplified setting without stratification.
To do so, we assume the system to be in a steady state with a uniform vertical displacement of the free
surface (η(x) = const), no bed shear stress (τb = 0 free slip) and neglect the influence of salt. In that
case, we solve the divergence-free equation (2.2a) with boundary conditions (3.8) and (3.11a) (with
τb = 0).
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Integrating ∇ · u = 0 from the bed to height z results in

0 =

ˆ z

zb

∇ · udz̃ =
ˆ z

zb

∂u

∂x
+
∂w

∂z
dz̃

=
∂

∂x

ˆ z

zb

udz̃ +

[
u
∂(−H)

∂x

]
z̃=zb

+ [w]z̃=z − [w]z̃=zb

=
∂

∂x

ˆ z

zb

u(x, z)dz̃ −

[
w − u

∂hd

∂x

]
z̃=zb

+ w(x, z)

=
∂

∂x

ˆ z

zb

u(x, z)dz̃ + w(x, z)

Now evaluating this at z = η shows that we have a horizontal uniform depth-averaged flow of

u =
1

H

ˆ η

zb

udz =
qr
H
.

over the sand dunes. To illustrate the effects of dunes on the vertical flow structure, we actually assume
that the horizontal flow is uniform over depth with u = qr/H, which satisfies boundary conditions
(3.11a) and (3.9). Using that zb(x) = η −H(x), we obtain

w(x, z) = −
∂

∂x

ˆ z

zb

qr
H
dz̃ = −

∂

∂x
qr

(
z − zb(x)

H(x)

)
= −

∂

∂x
qr

(
z − η

H(x)
+ 1

)
=
qr
H

∂H

∂x

z − η

H
(21)

= −qr
H

∂hd

∂x

z − η

H
. (22)

This implies that the bathymetry introduces a linear profile from the bed to the free surface, that
scales with the depth-averaged longitudinal velocity u (proportional to local depth H) and the local
bed level slope ∂hd/∂x. An example of this is shown in Figure A.1.

Figure A.1: Example of the vertical flow velocity over a sinusoidal topography with free surface
η = 0 without stratification for a sinusoidal topography with length λd = 100 m and height Hd = 1.0 m
with a background discharge of qr = 1.5 m2/s, resulting in a maximum vertical velocity of 0.31 cm/s.
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A.1.4 Salt flux decomposition

The transport of salt can be quantified using the salt flux. In the transport equation, we can write

(u · ∇)s−∇ · (K∇s) = ∇ · (us)− s����:0
(∇ · u) −∇ · (K∇s) = ∇ · (us−K∇s).

Hence, the overall transport equation can be written as

∂s

∂t
+∇ ·Φ = 0, (23)

where

Φ =

(
Φh
Φv

)
:=

us−Kh

∂s

∂x

ws−Kz
∂s

∂z

 , (24)

is the overall salt flux in horizontal and vertical direction respectively, containing both an advective
and dispersive component. To unravel which processes contribute to the overall salt transport in the
estuary, we can decompose the salt flux. As stated in Section 1.3, the salt intrusion length is a result
of a balance of inflowing and outflowing fluxes. Therefore, we are mainly interested in the horizontal
transport of salt. Therefore, we define the horizontal estuarine salt transport as

Qh(x) = ⟨H(x, t)Φh⟩ =

〈ˆ η

zb

us−Kh

∂s

∂x
dz

〉
, (25)

This horizontal transport can be decomposed into different contributions. Due to the free surface, the
averaging operators ψ and ⟨ψ⟩ are not commutative, and the salt flux decomposition is structured
differently than Dijkstra et al. (2022). First, we write the velocity and salinity as a depth-averaged,
and depth-varying part, with

u(x, z, t) = u(x, t) + u′(x, z, t) (26)
s(x, z, t) = s(x, t) + s′(x, z, t) (27)

using Equation 2.4, such that
ˆ η

zb

u′(x, z, t)dz =

ˆ η

zb

u(x, z, t)− u(x, t)dz = H
1

H

ˆ η

zb

u(x, z, t)dz −Hu(x, t) = 0 (28)

Subsequently, the depth-averaged value can be decomposed into a subtidal part and a tidally varying
part, resulting in

u(x, z, t) = u0(x) + ut(x, t) + u′(x, z, t), (29)
s(x, z, t) = s0(x) + st(x, t) + s′(x, z, t), (30)

using u0 = ⟨u⟩ and ut = u − u0 and equally ⟨ut⟩ = 0. In that case, the horizontal depth-averaged
advective salt transport (as defined in Subsection 2.2.3) decomposes into

Qu =

〈ˆ η

zb

(u0(x) + ut(x, t) + u′(x, z, t))(s0(x) + st(x, t) + s′(x, z, t))dz

〉
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=

〈ˆ η(t)

zb

u0(x)(s0(x) + st(x, t) + s′(x, z, t))

+ ut(x, t)(s0(x) + st(x, t) + s′(x, z, t))

+ u′(x, z, t)(s0(x) + st(x, t) + s′(x, z, t))dz

〉
=

〈
u0(x)

(
H(x, t)s0(x) +H(x, t)st(x, t) +

���������:0ˆ η(t)

zb

s′(x, z, t)dz

)

+ ut(x, t)

(
H(x, t)s0(x) +H(x, t)st(x, t) +

���������:0ˆ η(t)

zb

s′(x, z, t)dz

)

+ (H(x, t)s0(x) +H(x, t)st(x, t))
���������:0ˆ η(t)

zb

u′(x, z, t)dz +

ˆ η(t)

zb

u′(x, z, t)s′(x, z, t)dz

〉
=u0(x)

〈
H(x, t)s0(x) +H(x, t)st(x, t)

〉
+

〈
ut(x, t) (H(x, t)s0(x) +H(x, t)st(x, t))

+

ˆ η(t)

zb

u′(x, z, t)s′(x, z, t)dz

〉
=u0(x)s0(x)⟨H(x, t)⟩+ u0(x)⟨H(x, t)st(x, t)⟩+ s0(x)⟨ut(x, t)H(x, t)⟩+ ⟨H(x, t)ut(x, t)st(x, t)⟩

+ ⟨H(x, t)u′(x, z, t)s′(x, z, t)⟩
=u0s0⟨H⟩+ (u0⟨Hst⟩+ s0⟨Hut⟩) + ⟨Hutst⟩+ ⟨Hu′s′⟩,

which is the result provided in Subsection 2.2.3. Note that u0⟨Hst⟩ + s0⟨Hut⟩ is usually very small.
A similar analysis can be done for the decomposition of the vertical advective term, in which case the
instantaneous water depth H is neglected. The decomposition is easily found by replacing u with w
and replacing H with 1 in the above derivation, resulting in

Tw = w0s0 + w0�
��>

0
⟨st⟩ + s0���*

0
⟨wt⟩ + ⟨wtst⟩+ ⟨w′s′⟩ (31)

= w0s0 + ⟨wtst⟩+ ⟨w′s′⟩ (32)

as given in Equation 2.23

A.1.5 Non-Dimensionalisation of Flow and Transport Equations

We analyse the flow and transport equations theoretically using non-dimensionalisation of the system.
This shows the relative importance of certain processes and enables a reduction in the apparent total
number of free variables. We assume spatially uniform eddy viscosity and -diffusivity, in which case
the system (2.2) can be non-dimensionalised using

x = (Lx∗, hz∗) t = T t∗

u = (Uu∗,Ww∗) η = U2

g η
∗

∇ =

(
1

L

∂

∂x∗
,
1

h

∂

∂z∗

)
s = sseas

∗
(33)
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where variables with an asterisk denote the non-dimensional formulation. Applying this to the divergence-
free condition (Equation 2.2a) results in

U

L

∂u∗

∂x∗
+
W

h

∂w∗

∂z∗
= 0 =⇒

∂u∗

∂x∗
+
∂w∗

∂z∗
= 0,

where we introduce the vertical velocity scale W = Uh
L . The horizontal momentum equation and salt

transport equation are equal to

1

T
∂u∗

∂t∗
+
U

L
u∗
∂u∗

∂x∗
+
U

L
w∗∂u

∗

∂z∗
=
Ah
L2

∂2u∗

∂x∗2
+
Av
g2
∂2u∗

∂z∗2
− U

L

∂η∗

∂x∗
− gβsseah

LU

ˆ η∗

z∗

∂s∗

∂x∗
dz̃∗, (34)

1

T
∂s∗

∂t∗
+
U

L
u∗
∂s∗

∂x∗
+
U

L
w∗ ∂s

∗

∂z∗
=
Kh

L2

∂2s∗

∂x∗2
+
Kv

h2
∂2s∗

∂z∗2
. (35)

after division of U and ssea respectively. We use the characteristic flushing time of the system T = L/U ,
for background river flow U = |Ur| = | − qr/H|, resulting in

∂u∗

∂t∗
+ u∗

∂u∗

∂x∗
+ w∗∂u

∗

∂z∗
=
Ah
LU

∂2u∗

∂x∗2
+
AvL

h2U

∂2u∗

∂z∗2
−
∂η∗

∂x∗
− c2

U2

ˆ η∗

z∗

∂s∗

∂x∗
dz̃∗, (36)

∂s∗

∂t∗
+ u∗

∂s∗

∂x∗
+ w∗ ∂s

∗

∂z∗
=
Kh

LU

∂2s∗

∂x∗2
+
KvL

h2U

∂2s∗

∂z∗2
, (37)

where c =
√
gβsseah twice the celerity of the fastest internal wave (MacCready & Geyer, 2010). Here,

βssea is the mass density difference between salt and fresh water. We next define the estuarine non-
dimensional numbers relative to the flushing time. The estuarine Froude number equals

Frr :=
U

c
, (38)

and is the ratio of the cross-sectionally averaged longitudinal flow velocity U and the celerity of the
fastest internal wave c. The estuarine Stokes number is the ratio of a time scale for the water
column to fully mix by dispersion and the flushing time scale, equal to

St :=
Av
h2

T =
AvL

h2U
. (39)

Finally, we define the horizontal turbulent Reynolds number as

Reh :=
LU

Ah
.

Using these non-dimensional quantities, the system reduces to

∂u∗

∂t∗
+ u∗

∂u∗

∂x∗
+ w∗∂u

∗

∂z∗
=

1

Reh

∂2u∗

∂x∗2
+ St

∂2u∗

∂z∗2
−
∂η∗

∂x∗
− 1

Fr2r

ˆ η∗

z∗

∂s∗

∂x∗
dz̃∗, (40)

∂s∗

∂t∗
+ u∗

∂s∗

∂x∗
+ w∗ ∂s

∗

∂z∗
=

1

σρ

(
1

Reh

∂2s∗

∂x∗2
+ St

∂2s∗

∂z∗2

)
. (41)

For the RWW, we approximate the typical values by L = 20 km, U = 0.1 m/s, Av = 10−3 m2/s,
and Ah = 10 m2/s. For a mean water depth of h = 15 m, g = 9.81 m/s2 and ssea = 35 ppt, we
have an internal wave celerity of c = 1.978 m/s. This results in 1/Fr2r = O(102), St = O(10−1),
and 1/Reh = O(10−2), which indicates the strong contribution of the baroclinic pressure gradient and
shows how the vertical processes dominate the horizontal.
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A.1.6 Classification of Geyer and MacCready (2014)

Geyer and MacCready (2014) argue that the classification of an estuary can be based on the amount
of freshwater flushing and amount of saltwater mixing. This is based on the freshwater Froude
number

Frr =
Ur
c

for the depth-averaged river velocity Ur, and the mixing parameter

M =

√
cDU2

t

ωN0h2
,

which captures the tidal dynamics and the vertical mixing induced by bed roughness by the tidal
velocity Ut. This tidal velocity can be approximated by

Ut =
1

2
√
2

√
g

h
At,

for tidal elevation amplitude At (Hendrickx et al., 2023b). The buoyancy frequency for maximum
top-to-bottom salinity variation equals

N0 =

√
gβssea
h

,

and non-dimensional roughness coefficient cD ≈ (1−2.5)·10−3 (Geyer & MacCready, 2014). Hendrickx
et al. (2023b) notes that this parameter is related to Mannings’ coefficient n by

cD =
gn2

h1/3

Subsequently, in Delft3D-FLOW, this Mannings’ coefficient is related to the roughness height z0
by

n =
κh1/6
√
g

(
ln

(
1 +

h

ez0

))−1

,

such that an estimation of these parameters based on Delft3D-FLOW model development can be given.
However, we note that this is provides only a rough estimate, as the analytic expression of Ut is not
accurate compared to model output (difference of factor 2).

A.1.7 Non-Dimensionalisation of Dijkstra et al. (2022)

Dijkstra et al. (2022) classify narrow estuaries locally based on the dominant transport mechanisms
semi-analytically, using internal mixing parameters (such as Ah and Kv). Their classification is high-
lighted in this section, as it provides the basis for choosing suitable eddy parameters during model
development.

In the non-dimensionalisation as presented before, the characteristic time T of the system is chosen
as the main M2 tidal forcing with angular frequency ω, i.e. T = 1/ω. This means, for spatially uniform
eddy viscosity and -diffusivity, that the conservation of momentum and salt equal

∂u∗

∂t∗
+

U

Lω
u∗
∂u∗

∂x∗
+

U

Lω
w∗∂u

∗

∂z∗
=

Ah
L2ω

∂2u∗

∂x∗2
+

Av
h2ω

∂2u∗

∂z∗2
− U

Lω

∂η∗

∂x∗
− gβsseah

LUω

ˆ η∗

z∗

∂s∗

∂x∗
dz̃∗, (42)

∂s∗

∂t∗
+

U

Lω
u∗
∂s∗

∂x∗
+

U

Lω
w∗ ∂s

∗

∂z∗
=

Kh

L2ω

∂2s∗

∂x∗2
+
Kv

h2ω

∂2s∗

∂z∗2
. (43)
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Next to the estuarine Froude number, we introduce the estuarine Rayleigh number, which is the
reciprocal of mixing by

Ra :=
h2c2

AvKh
, (44)

and relates the internal waves through the channel to the vertical eddy viscosity Av and horizontal
eddy diffusivity Kh. The tidal Stokes number is now the ratio of a time scale for the water column
to fully mix and the tidal time scale, and equals

Stt :=
Av
h2

T =
Av
ωh2

(45)

for the angular frequency of the tide ω. In turn, we have that

Stt Ra =
c2

Khω
, (46)

meaning that Stt Ra is a measure of the horizontal wave convection, tides and horizontal diffusion, i.e.
mainly a measure of horizontal effects.

Note that the length L still appears in the equations but not in Equations (44) to (46), meaning
it will not disappear. Dijkstra et al. (2022) show how the length scale L can be non-dimensionalised
itself, but argue that the quantity used for this is unimportant. Using the dispersive length scale
Kh/c of horizontal diffusion and internal wave convection as in Dijkstra and Schuttelaars (2021), we
non-dimensionalise by

L := L
c

Kh
. (47)

Note that L is a non-dimensional measure of the salt intrusion as L is proportional to the salt intrusion
length. The non-dimensional quantities now characterise the system with

U

Lω
=
U

c

c

Lω
=
U

c

c2

Khω

Kh

cL
= Fr (SttRa) L−1 (48)

Ah
L2ω

=
Khσρ
L2ω

=
c2

Khω

K2
h

L2c2
σ−1
ρ = (SttRa) L−2σρ (49)

Av
h2ω

= Stt (50)

gβsseah

LUω
=

c2

LUω
=

c

U

c

Lω
= Fr−1 (SttRa) L−1 (51)

Kh

L2ω
=

c2

Khω

K2
h

L2c2
= (SttRa) L−2 (52)

Kv

h2ω
= Stt σ−1

ρ . (53)

Here, Fr = U/c is the tidal or riverine Froude (using Ut or |Ur| respectively), and Dijkstra et al.
(2022) argue that the precise choice does not influence qualitative outcomes. This results in the non-

Page A-10



dimensional set of equations

∂u∗

∂t∗
+ Fr (SttRa) L−1

(
u∗
∂u∗

∂x∗
+ w∗∂u

∗

∂z∗

)
= (SttRa) L−2σρ

∂2u∗

∂x∗2
+ Stt

∂2u∗

∂z∗2

− Fr (SttRa) L−1 ∂η
∗

∂x∗
− Fr−1 (SttRa) L−1

ˆ η∗

z∗

∂s∗

∂x∗
dz̃∗, (54)

∂s∗

∂t∗
+ Fr (SttRa) L−1

(
u∗
∂s∗

∂x∗
+ w∗ ∂s

∗

∂z∗

)
= (SttRa) L−2 ∂

2s∗

∂x∗2
+ Stt σ−1

ρ

∂2s∗

∂z∗2
. (55)

Again, with increasing Fr (larger flow velocities), the advective processes and the free surface gradient
will dominate the flow behaviour and the transport of salt will be dominated by advection. With
decreasing Fr, the influence of horizontal salinity gradients will dominate the flow and diffusion will
become more important in the salt transport.

A.2 Appendices to Chapter 3

A.2.1 Final Model Equations

∂η

∂τ
+
∂Hu

∂ξ
= 0 (56)

∂u

∂τ
+ u

∂u

∂ξ
+
ϑ

H

∂u

∂σ
=

∂

∂ξ

(
Ah

∂u

∂ξ

)
+

1

H2

∂

∂σ

(
Av

∂u

∂σ

)
− g

∂η

∂ξ
− gH

ρ0

ˆ 0

σ

∂ρ

∂ξ
+
∂ρ

∂σ

∂σ

∂x
dσ′

(57)

∂k

∂τ
+ u

∂k

∂ξ
+
ϑ

H

∂k

∂σ
=

1

H2

∂

∂σ

(
Dk

∂k

∂σ

)
+ Pk +Bk − ϵ (58)

∂ϵ

∂τ
+ u

∂ϵ

∂ξ
+
ϑ

H

∂ϵ

∂σ
=

1

H2

∂

∂σ

(
Dϵ

∂ϵ

∂σ

)
+ c1ϵ

ϵ

k

(
Pk + (1− c3ϵ)Bk −

c2ϵ
c1ϵ
ϵ

)
(59)

∂Hs

∂τ
+
∂Hus

∂ξ
+
∂ϑs

∂σ
=

∂

∂ξ

(
HKh

∂s

∂ξ

)
+

1

H

∂

∂σ

(
Kv

∂s

∂σ

)
(60)

where
ρ = ρEck(s) (61)

ν3D = cµ
k2

ϵ
(62)

Av = νmol +max(ν3D, ν
BACK
v ) (63)

Ah = νmol +max(ν3D, ν
BACK
v ) + νBACK

h (64)

Kv =
νmol
σmol

+max

(
ν3D
σρ

, DBACK
v

)
(65)

Kh =
νmol
σmol

+max

(
ν3D
σρ

, DBACK
v

)
+DBACK

h (66)

Dk =
νmol
σmol

+
ν3D
σk

(67)

Dϵ =
ν3D
σϵ

(68)
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The values of the turbulence model constants, the Prandtl-Schmidt numbers and equations for buoy-
ancy and production terms are given in Table A.1.

Table A.1: Turbulence model constants, the Prandtl-Schmidt numbers and equations for buoyancy
and production terms.

Constants Variables

σρ = 0.7 Pk =
ν3D

H2

(
∂u

∂σ

)2

σmol = 700 Bk =
g

Hρ

ν3D

σρ

∂ρ

∂σ
σk = 1.00
σϵ = 1.30
c1ϵ = 1.44
c2ϵ = 1.92
cµ = 0.09

A.2.2 Salinity in Delft3D-FLOW

These are the Eckart formulation and the UNESCO formulation as described in Section 9.3.4. in the
User Manual (Deltares, 2018). For constant temperature T = 15 ◦C, the difference of each formulation
to the equation of state (Equation 1.2) is negligible, with a maximum difference of 0.085 kg/m3 for s =
12.9 ppt in the Eckart formulation and -0.048 kg/m3 for s = 35 ppt in the UNESCO formulation. With
this minimal difference, we consider the influence of equation choice negligible on model output.

A.2.3 Visualisation of the Grid

Figure A.2: Visualisation of a grid with ∆x = 10 m and K = 40 vertical layers for a topography
with symmetric dunes with length λd = 100 m, and Hd = 2.0 m.
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A.2.4 Motivation of vertical background values

When using the k-ϵ model, the minimum bound νBACK
v is needed for several reasons:

• To damp out short oscillations generated by boundary conditions. Without it, these short oscil-
lations will only be damped in the bottom layer where turbulence is generated.

• The mixing coefficients computed by turbulence models with shear production reduce to zero in
regions of high stratification. In turn, the vertical layers are completely decoupled (frictionless).
Disturbances are hardly damped and diffusion is reduced to molecular diffusion only. Background
values can aid in keeping separate stratified fluid layers coupled if required.

• In line with the previous point, in regions of high stratification internal waves can form over un-
dulating topography and increase mixing, opposite to the reduction of turbulent mixing. They
can transfer potential energy into turbulent kinetic energy and generate vertical mixing of mo-
mentum (Wegman, 2021). These internal waves are not modelled by Delft3D-FLOW and require
a non-hydrostatic solver (Groenenboom et al., 2019). A background eddy viscosity can model
some of the missing dynamics.

Notably, the implementation of vertical background eddy diffusivity and viscosity introduces crucial
dynamics into the model. Care must be taken when specifying values for νBACK

v and DBACK
v in Equa-

tions 3.4b and 3.5b, as these parameters can override the impact of salt on turbulent mixing, making
ν3D redundant. The value suggested for the background eddy viscosity depends on the application,
but must be small compared to the eddy viscosity ν3D calculated by the turbulence closure model. For
stratified estuaries and lakes a value of 10−4 and 10−3 m2/s is suitable. A value of νBACK

v = 10−4 m2/s
has been validated for a 3D hydrodynamic model of the Rotterdam Waterway (RWW) and accurately
models the vertical exchange of momentum.

A.3 Appendix to Chapter 5: Determining Dynamic Equilibrium of
Salt Intrusion Length

In this section, we describe how a state of dynamic equilibrium of Ls with the tide is examined. We
do so for simulation runs for the study on dune height in Subsection 5.1.1. In general, it is achieved
when ⟨Ls⟩ is relatively constant from one tide to the next. More specifically, we evaluate this by

1. determining the salt intrusion length over time Ls(t) using Equation 2.8 (coloured lines in top-left
of Figure A.3),

2. determining the tidally-averaged salt intrusion length ⟨Ls⟩(t) over time using equation Equa-
tion 2.5 (as a moving mean over multiple tidal cycles, black dashed lines in top-left of Figure A.3),

3. evaluate the change of this length d⟨Ls⟩/dt numerically (coloured lines in bottom-left of Fig-
ure A.3). If |d⟨Ls⟩/dt| ≤ 2 m/h, we assume that dynamic equilibrium has been attained.

The above procedure is exemplified in Figure A.3. This figure shows all the steps above, as indicated in
the top legend. Dynamic equilibrium has been reached for all instances after 120 hours of simulation
time, except for Hd = 4.5 m (dashed light-blue line), which is continued for 72 more hours (full
light-blue line).
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Figure A.3: Top: evolution of salt intrusion length a tidally-averaged value (dotted lines indicating
the subtidal value over time, circle marker indicating the final value of ⟨Ls⟩ for Figure 5.2). Bottom:
Change of tidally averaged salt intrusion length ⟨Ls⟩ over the last 20 hours of the simulation. As the
simulation of Hd = 4.5 m (dotted line) has not reached dynamic equilibrium, and the model to be

continued for three more days to generate ⟨Ls⟩ for Figure 5.2.
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A.4 Snapshots of Model Output

A.4.1 Flood: Salinity and Velocity

Figure A.4: Snapshots of a simulation of salinity s over the estuary during flood. Red contour
indicates critical salinity sc and black contour lines show increments of 10 ppt.
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Figure A.5: Snapshots of a simulation of horizontal flow velocity u over the estuary during flood.
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Figure A.6: Snapshots of a simulation of vertical flow velocity w over the estuary during flood.
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A.4.2 Flood: Vertical Velocity (Zoomed)

Figure A.7: Snapshots of a simulation of vertical flow velocity w over the estuary during flood,
zoomed in.
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A.4.3 Ebb: Salinity and Velocity

Figure A.8: Snapshots of a simulation of salinity s over the estuary during ebb. Red contour
indicates critical salinity sc and black contour lines show increments of 10 ppt.
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Figure A.9: Snapshots of a simulation of horizontal flow velocity u over the estuary during ebb.
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Figure A.10: Snapshots of a simulation of vertical flow velocity w over the estuary during ebb.
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List of Abbreviations, Operators and
Symbols

L.1 Abbreviations

Abbrevation Description
B-0 Reference model with a flat bathymetry
B-1 Reference model with a bathymetry of (λd, Hd,Ad) = (100 m, 2 m, 0)
BLDC Bed-Leveling Depth Control
CFL Courant–Friedrichs–Lewy
HLES Horizontal Large Eddy Simulation
M2 Principal lunar semi-diurnal tidal constituent
NAP Normaal Amsterdams Peil
ppt parts per thousand
psu practical salinity unit
RWW Rotterdam Waterway
SGS SubGrid Scale
UBA Uniform Bed Alteration

L.2 Operators

Notation Description
ψ Depth-averaged
ψ ∗ d Dune-averaged
⟨ψ⟩ Tide-averaged
ψ′ Deviation from depth-averaged
Q̃ψ Normalised dune-averaged value of horizontal transport component Qψ
T̃ψ Normalised dune-averaged value of vertical transport component Tψ

L.3 Variables and Parameters

Table A.2: Used symbols for physical quantities

Unit Physical quantity Quantity
L Length m or km
M Mass kg
T Time s or h
S Salinity ppt
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Symbol Description Default Unit
A 2x2 matrix of eddy viscosity L2 T−1

Asea Tidal elevation amplitude at the seaward bound-
ary

1 m L

Ah Horizontal eddy viscosity L2 T−1

Av Vertical eddy viscosity L2 T−1

b Envelope function for specifying dunes (bd) or in-
terventions (bint)

-

bd Envelope function for specifying dunes -
bint Envelope function for specifying interventions -
B Width of the estuary L
c Celerity of the fastest internal wave L T−1

C Chézy coefficient L1/2 T−1

D3D Eddy diffusivity from k − ϵ model L2 T−1

DBACK
h Horizontal background eddy diffusivity 14.3 m2/s S L T−1

DBACK
v Vertical background eddy diffusivity 1.43 · 10−3 m2/s S L T−1

ek Difference in total kinetic energy after subsequent
grid refinement

M L T−2

ep Difference in total potential energy after subse-
quent grid refinement

M L T−2

et Difference in total turbulent kinetic energy after
subsequent grid refinement

M L T−2

Ek Total kinetic energy M L T−2

Ep Total potential energy M L T−2

Et Total turbulent kinetic energy M L T−2

fk Relative height of the kth layer as proportion of
total water depth

-

∆f Increase in vertical grid cell height L
Frr Freshwater / river Froude number -
Frt Tidal Froude number -
g Gravitational acceleration 9.81 m/s2 L T−2

h Reference bed level and average depth below free
surface reference level

15 m L

hd Topography formulation, w.r.t reference bed level L
hint Height of intervention L
hdredge Dredging height, relative to z = −h in the BLDC

method
L

hdump Dumping height, relative to z = −h in the BLDC
method

L

H Instantaneous water depth L
Hd Dune height, from crest to trough L
k Turbulent kinetic energy L2 T−2

K 2x2 matrix of eddy diffusivity L2 T−1

K Number of vertical layers -
Kh Horizontal eddy diffusivity L2 T−1

Kv Vertical eddy diffusivity L2 T−1

L Estuary length 50 km L
L0 Start location of the dunes L
∆L0 Ramping length for smoothing of bd L
Lint Length of intervention L
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Li Isohaline length, defined as the distance from the
sea to the inland location where the maximum
salinity equals 1 ppt

L

Ls Depth-averaged Salt intrusion length, defined as
the distance from the sea to the inland location
where the depth-averaged salinity equals 1 ppt

L

Ls Maximum Salt intrusion length, defined as the dis-
tance from the sea to the inland location where the
maximum salinity equals 1 ppt

L

∆L Excursion of the salt intrusion length over a tidal
cycle, can be computed for each Ls Ls, Li.

L

M Mixing parameter of (Geyer & MacCready, 2014) -
n Manning’s roughness coefficient T L−1/3

N Number of horizontal grid cells -
qr Width-averaged river discharge 1.5 m2/s L2 T−1

Qh Horizontal salt transport S L2 T−1

Qu Horizontal advective salt transport S L2 T−1

QKh
Horizontal dispersive salt transport S L2 T−1

Qh0 Horizontal subtidal depth-averaged salt transport S L2 T−1

Qht Horizontal tidally-correlated depth-averaged salt
transport

S L2 T−1

Q′
h Horizontal shear-induced salt transport S L2 T−1

Qh0t Horizontal residual salt transport of averaging pro-
cedure (Stokes’ transport)

S L2 T−1

Ra Estuarine Rayleigh number -
Reh Horizontal turbulent Reynolds number -
s Salinity S
sc Critical salinity concentration 1 ppt S
sriver Riverine salinity 0 ppt S
ssea Seaward salinity 35 ppt S
St Estuarine Stokes number -
Stt Tidal stokes number -
t Temporal variable T
∆t Timestep 2.7 s T
T Tidal period 12.42 h T
Tv Vertical salt transport S L T−1

Tw Vertical advective salt transport S L T−1

TKv Vertical dispersive salt transport S L T−1

T v0 Vertical subtidal depth-averaged salt transport S L T−1

T vt Vertical tidally-correlated depth-averaged salt
transport

S L T−1

T ′
v Vertical shear-induced salt transport S L T−1

u Horizontal flow velocity L T−1

ub Velocity just above the bed L T−1

u∗ Bed shear velocity L T−1

Ur Background river velocity 0.1 m/s L T−1

Ut Magnitude of tidal velocity L T−1

w Vertical flow velocity L T−1

x Horizontal / longnitudal coordinate L
∆x Horizontal length of grid cells 10 m L
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xint Location of intervention L
y Lateral coordinate L
y+ Non-dimensional length scale -
Vint Volume of intervention, negative values indicating

dredging
L2

z Vertical coordinate L
z0 Roughness height 0.001 m L
zb Bed level, including topography L
∆zb Height of the bottom layer L

Ad Dune asymmetry -
β Contraction coefficient 7.67·10−4 ppt−1 S−1

ϵ Dissipation of turbulent kinetic energy L2 T−3

η Instantaneous water level elevation L
ηsea Seaward water level elevation as boundary condi-

tion, function of time
L

κ Von Kárman constant 0.41 -
λd Dune length L
λl Lee side length L
λs Stoss side length L
Λd Dune shape formulation -
L Non-dimensional length scale -
Mv Mean vertical exchange of salt over the estuary L T−1

ν3D Eddy viscosity from k − ϵ model L2 T−1

νSGS Horizontal eddy viscosity produced by the HLES
model

S L T−1

νBACK
h Horizontal background eddy viscosity 10 m2/s S L T−1

νBACK
v Vertical background eddy viscosity 10−3 m2/s S L T−1

ω Angular frequency of the M2 tide 1.4·10−4 rad/s T−1

ω Vertical velocity w.r.t σ-coordinates T−1

ϕd,max Maximum dune angle of the steepest side
ϕd,mean Mean dune angle of the steepest side
Φh Horizontal flux S L T−1

Φv Vertical flux S L T−1

Φ Two-dimensional flux vector S L T−1

ψ General parameter to indicate generality or mul-
tiple variables

ρ Density M L−3

ρ0 Reference density without salinity 999.1 kg/m3 M L−3

σ Boundary-fitted vertical coordinate -
σρ Salinity eddy Prandtl-Schmidt number 0.7 -
σmol Salinity molecular Prandtl-Schmidt number 700 -
S Absolute vertical advective stirring parameter of

salt transport
L T−1

τ Temporal variable in σ-grid T
τb Bed shear stress M L−1 T−2

T Timescale for non-dimensionalisation T
ξ Horizontal coordinate in σ-grid L
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