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Summary 
The Netherlands has large coastal zones in Friesland, Groningen and Zeeland containing saltmarshes. 

These coastal wetlands are daily inundated by saltwater tides. They play a crucial role during storms 

when water levels are higher than the saltmarsh. Wave energy is dissipated as they travel over the 

saltmarsh, mitigating their impact on coastal dikes. Despite this wave damping effect, Dutch coastal 

protection standards do not account for saltmarshes due to a lack of conclusive evidence regarding the 

stability and effectiveness of saltmarshes. 

The vegetation of a saltmarsh has a reinforcing effect on the local soil. Moreover, sediment is effectively 

trapped between the canopy, making it typically more elevated. The bare mudflat in front lacks this 

vegetation and is more susceptible to erosion, resulting in a distinct cliff. Numerous studies have 

observed the erosion trends, including cliff erosion and lateral retreat of saltmarshes along the Dutch 

coast, under various wave conditions. However, a comprehensive understanding of the hydrodynamics 

governing cliff erosion during storm conditions remains unclear. Therefore, further research is required 

to explore the hydrodynamics driving cliff erosion under extreme storm conditions. This study 

specifically aims to identify wave-induced near-bed velocities at a cliff, as a proxy for erosion under 

extreme storm conditions. 

In order to gain insight into the wave-induced velocities during storm conditions, experiments were 

conducted in a wave flume. A 1:10 scaled model of a typical coastal saltmarsh transect was designed  

featuring a foreshore, cliff, saltmarsh, and dike. Particle Imaging Velocimetry (PIV) is used to measure 

velocity fields in a non-intrusive way. PIV, an imaging technique for measuring flow velocities, utilizes 

the motion of seeding particles in the water column to calculate speed and direction. In this setup, a 

thin LED light sheet was used to illuminate the particles, resulting in 20 2D (vertical and horizontal) 

velocity fields per second. Experiments have been conducted with differing wave heights, water depths 

and wave periods. 

Analysing the obtained velocity fields shows diverse patterns surrounding a 12 cm saltmarsh cliff, 

including stokes drift, return flow, a vortex in front of the cliff, and a vortex  on top of the saltmarsh. 

This study confirms the influence of wave characteristics on the vortex in front of the cliff, as found in 

previous research. Increasing the wave height or period creates a larger and stronger vortex in front of 

the cliff, although this effect seems to be absent when waves directly break at the cliff. 

The vortex in front of the cliff causes high near-bed velocities on the mudflat directed towards the dike, 

and upward velocities on the cliff face. The saltmarsh platform immediately after the cliff edge is 

susceptible to the return flow and the vortex on top of the platform. On the salt marsh platform further 

towards the dike, there are high near-bed velocities towards the sea wall. These occur as the wave crest 

passes over this region. 

The water depth, wave height and wave period parameters have been varied to assess their influence 

on the maximal near-bed velocity in the four areas described above. The wave period is found to be 

the most influential parameter, because it has the highest influence on the size of the vortex in front of 

the cliff. A more general relationship for the maximal near-bed velocities has been derived for three of 

the four locations, the offshore Ursell number. The Ursell number is a parameter that describes the 

non-linearity of waves based on the water depth, wave height and wave length (which is dependent 

on the wave period). If further research substantiates this positive linear relation between the Ursell 

number and the maximal near-bed velocity, the maximal near-bed velocities can be estimated with 

only measurements of offshore wave conditions. 
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1. Introduction 
Dikes stand as the primary defense against high water and flooding in the Netherlands. After the 

Watersnoodramp in 1953, in which the southern part of the Netherlands was flooded, the Delta 

programme was initiated to prevent future disasters (Rijkswaterstaat, 2023). The need to reinforce 

dikes arises from the combined challenges of rising sea levels and intensifying storms 

(DeltaProgramma, 2023; EEA, 2022). Traditional dike reinforcement schemes involves increasing their 

height and applying hard surfaces like revetment or asphalt. However, this approach comes with 

significant costs and has a finite lifespan. 

Yet, a growing awareness underscores the potential advantages offered by natural coastal features, 

specifically saltmarshes, positioned in front of dikes. These areas present societal, economic, and 

environmental opportunities (Ecoshape, 2022; Nieboer, n.d.). Coastal regions are a popular location for 

recreation. Moreover, natural coasts serve functions that the world can benefit from amidst today's 

climate dilemmas. Plants growing on foreshores sequester substantial amounts of carbon, which can 

then be stored in the soil (Brodeur, 2022). In addition, saltmarshes contribute to reducing wave energy 

and are therefore considered a nature-based solution. Waves passing through or over vegetation, lose 

energy, lessening their impact on dikes (Arunakumar et al., 2019; Meijer, 2005; Van Veelen et al., 2021; 

Willemsen et al., 2020).  

Despite the wave damping efficacy of saltmarshes along the Dutch coast, it is not integrated into the 

national coastal protection standards. The lack of conclusive evidence regarding the stability and 

effectiveness of saltmarshes prevents their inclusion in coastal safety calculations. If the added value 

of the saltmarshes were incorporated into flood protection standards, (future) reinforcements could 

be cancelled or a plan could be made to create more reliable saltmarsh areas to enhance flood safety. 

The National Operational Management Programme for Water and Coastal Defences has initiated a 

research consortium, "The Living Dikes Programme," to address knowledge gaps in implementing 

saltmarshes for coastal defence (NWO, 2022). The consortium aims at quantifying the stability and 

effectiveness of vegetated foreshores in deltaic areas and delivering a strategy on implementing a Living 

Dike for future projects. Research for this objective consist of various methods, including storm impact 

evaluations on saltmarshes in the field, measurement campaigns within saltmarshes, numerical model 

development, and laboratory experiments to better understand saltmarsh dynamics.  

This thesis is part of the laboratory experiments and focusses on observing near-cliff velocities induced 

by waves at the saltmarsh edge under varying wave conditions that represent extreme storms. This 

edge marks the transition from offshore mudflat to a vegetated cover, typically featuring an abrupt 

elevation change known as a cliff. These cliffs can grow in the order of 0.2 to 2.0m at the Dutch coast. 

1.1. Background 
Saltmarshes are a global ecosystem and can occur in both salt and fresh water environments (Figure 

1-1). The vegetated foreshores dissipate storm-driven waves during extreme conditions, protecting the 

inland. Particularly in countries with limited financial resources, saltmarshes offer a cost-effective 

solution for primary coastal defence. Whether these saltmarshes will increase or decrease in height is 

dependent on the available sediment budget at a specific location (Fagherazzi et al., 2020). Lateral 

erosion could be compensated when there is enough sediment transported towards the saltmarsh. 

This accretion process has the potential to lead to increasing saltmarsh elevation, matching or even 

surpassing the local sea level rise. This adaptive capacity implies that the coastal protection system can 

effectively respond to the challenges posed by climate change. 
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Figure 1-1, Global map of saltmarsh areas, with examples at the west coast of America, the east coast of America and the 

east coast of Australia (pictures going from left to right) (Ziegler et al., 2021). 

The different climates in which these saltmarshes are located create their own dynamics. The 

vegetation type, the vegetation diversity, the soil type and the tidal range govern the saltmarsh 

characteristics. A classification is made for saltmarsh types based on how often the vegetation is 

submerged (Töpke, 2023). Saltmarshes that experience regular submersion give rise to their own 

ecosystem, where water transported onto the saltmarsh is drained through creeks when the sea level 

drops. Saltmarshes that are inundated only during extreme flood events mostly do not contain 

extensive creek networks, which is mostly the case in the Netherlands. 

In the Dutch context, saltmarshes are situated along the most southern part of the North Sea coast in 

Zeeland and the northern coast at the Wadden Sea. While saltmarshes are already present in large 

sections of these coasts, human intervention offers the potential to create additional areas. Figure 1-2 

shows an opportunity map for saltmarsh presence at the Wadden Sea coast in the northern part of the 

Netherlands. The map highlights that there are only small sections where a saltmarsh might not be 

applicable, with the majority of the coastal foreshore offering the potential to contribute to the coastal 

defence system as a saltmarsh. The driving processes of (lateral) saltmarsh erosion are still unclear, 

calling into question the stability, and therefore saltmarshes are not included in national flood safety 

calculations (Chen et al., 2023; Koppel et al., 2005). 
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Figure 1-2, Saltmarsh opportunities along the Wadden Sea coast. In the coloured sections a saltmarsh is: present in green,  in 

development in blue, not applicable in red, developable with low effort in yellow and with high effort in orange  (van Loon-
Steensma et al., 2012). 

1.2. State of the art 
There are numerous recent studies assessing wave attenuation over saltmarshes and their effects on 

coastal morphology. Arunakumar et al. (2019) showed how the vegetation height in comparison to the 

water depth is related to the wave attenuation over vegetation in a scaled setup with rigid vegetation, 

where Van Veelen et al. (2021) studied the effect of flexible vegetation. These studies show high wave 

energy reductions as long as the water level is not multiple magnitudes higher that the vegetation 

height. The principles used in their studies for the velocity profiles through vegetation are based on the 

emergent and aquatic flow behavior described by Nepf (1999, 2012). 

The studies of Arunakumar et al. (2019) and Van Veelen et al. (2021) contain scaled flume setups in 

which the vegetation was not part of the coastal protection, but placed in a flume with and without a 

current in it. In a study for quantifying the wave attenuation at several locations in the Western Scheldt, 

Willemsen et al. (2020) found that the vegetated cover has the highest impact on wave attenuation 

over a saltmarsh. Their study concludes that the wave attenuation capacity under design conditions is 

much lower than actually measured with a vegetated saltmarsh. 

The vegetation patches on a saltmarsh are almost always present on the transition from the mudflat 

onto the saltmarsh. The roots of these plants hold the ground together, while the soil on the mudflat 

can erode easier. A sudden elevation change, or cliff can be formed, from a significant erosion event 

washing out both the mudflat and the first offshore part of a saltmarsh (Koppel et al., 2005). This 

behaviour is also seen by Willemsen et al. (2018) who conducted measurements in the Western Scheldt 

on bed level change of the mudflat and the saltmarsh (Figure 1-3). Willemsen et al. concluded that the 

location of the saltmarsh edge is determined by the combined effects of bed level change and 

inundation time, which both control plant growth.  
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Figure 1-3, Mudflat and saltmarsh bed erosion in the Western Scheldt estuary, the Netherlands (Willemsen et al., 2018). 

The findings of Willemsen et al. (2018) match the conclusions drawn in a study by Cao et al. (2021) into 

how different plant traits can influence the cliff height. In this study it was found that the Spartina 

Anglica has the highest potential for growing a cliff under various circumstances (Figure 1-4). This plant 

is common for the coast of the Netherlands, and therefore cliffs are likely to occur in Dutch saltmarshes. 

In a report about soil characteristics and vegetation on cliff erosion, Rahman (2015) states that the 

plants are the main contributors to reducing cliff erosion. He concludes that soil characteristics do 

influence the erodibility of a cliff, but that effect is insignificant compared to the influence of plants. 

 

Figure 1-4, Cliff height with different vegetation expansion succession rates (P (ground))  for 3 different vegetation types (Cao 
et al., 2021). 
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Bendoni et al. (2016, 2021) and Francalanci et al. (2013) have extensively discussed the vulnerability of 

cliffs to erosion in intertidal areas, by executing both field measurements and flume studies to 

investigate the impact of soil and vegetation on cliff erosion. Their findings indicate that waves that 

travel over the saltmarsh do not significantly contribute to lateral saltmarsh erosion. Instead, both 

reports emphasize that lateral cliff erosion results from the direct wave impact on the cliff face, which 

is also observed by Tonelli et al. (2010). They identify two mass failure mechanisms for lateral retreat, 

illustrated in Figure 1-5. On the left there is lower level erosion underneath soil that is hold together 

with vegetation roots. When this gap becomes too large the vegetation patch hanging over the mudflat 

creates too much tension and can break from the rest. The erosion mechanism in the right figure is a 

block of sediment with a lack of cohesion in the soil toppling over due to wave-induced pressure 

differences. For intertidal processes these failure mechanisms can be main drivers, but the Dutch coast 

mainly consists of higher elevated saltmarshes that do not get inundated every tidal cycle (Van Loon-

Steensma, 2015).  

  

Figure 1-5, Mass cliff failure due to: lower level erodibility on the left, and toppling failure on the right (Bendoni et al., 2021; 
Francalanci et al., 2013). 

In a study examining the relationship between lateral saltmarsh erosion and wave energy, Leonardi et 

al. (2016) claims a linear trend (Figure 1-6). While severe storms can result in sudden lateral retreats, 

their findings suggest that storms with higher frequency exert a more substantial influence on the 

overall lateral retreat. They state: “As wave energy increases, saltmarsh response to wind waves 

remains linear, and there is not a critical threshold in wave energy above which saltmarsh erosion 

drastically accelerates”. This linear relationship is reanalysed by Houttuijn Bloemendaal et al. (2023). 

They question the assumption that the unique characteristics of a saltmarsh do not impact the 

relationship between wave power and lateral erosion. In their specific case, they found an exponential 

growth of erosion with increasing wave power, suggesting that intense storms significantly affect lateral 

saltmarsh retreat. As climate change causes sea level rise and increased storm intensities, the 

significance of such extreme storm events is expected to grow. 

In the Western Scheldt, a study conducted by Van Der Wal et al. (2023) focusses on lateral cliff retreat. 

Although mass failure events were identified, they did not contribute significantly to the total erosion. 

The lateral erosion was monitored with terrestrial laser scanners, and a pressure transducer measured 

wave and water level characteristics. The gradual erosion from high interval events were found most 

important for long term lateral cliff erosion. Lateral saltmarsh retreat is assumed to be affected by a 

differing water depth in their report due to hydrodynamic forcing on the bottom sediment. This creates 

a high interest in the near-bed velocities on the saltmarsh and cliff face under different conditions, with 

which the assumption can be assessed. 
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Figure 1-6, Linear relation between lateral saltmarsh erosion and wave power. The dimensionless erosion (E/Eavg), during all 
different storm types at 8 locations, plotted against the dimensionless wave power (P/Pavg) (Leonardi et al., 2016). 

Suzuki & Klaassen (2011) looked into the effect of hydrodynamics around a cliff in the context of 

seedling establishment. In this study both wave flume experiments and a numerical model were used. 

In the flume the Particle Tracking Velocimetry (PTV) method is used, where balls are tracked by taking 

2 consecutive pictures of the water column to derive the path travelled by the balls, resulting in a 

velocity vector at the ball locations . There is also the Particle Image Velocimetry (PIV) method, in which 

much more balls (particles) are used to create a velocity field with a higher resolution. With PIV the 

balls are not tracked, but the particle displacement in a small area is determined. During the generated 

waves, the occurrence of a vortex in front of the cliff is qualitatively reported for both the flume and 

the numerical model results (Figure 1-7). Plants in front of the cliff are found to be negatively affected 

by this vortex, and the report states that the vortex grows stronger with increasing wave height and 

period.  

 

Figure 1-7, A vortex in front of a cliff derived in a numerical model (Suzuki & Klaassen, 2011). 
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1.3. Problem description and knowledge gap 
While there has been extensive research on the general relationships for different wave conditions, soil 

types and vegetation on saltmarsh erosion, the specific hydrodynamics responsible for lateral 

saltmarsh retreat during extreme storm conditions remain largely unexplored. 

Cliff erosion, or lateral saltmarsh erosion, has been studied by various scientists, but the actual 

mechanics driving cliff erosion is not clear yet. One study shows how the cliff retreats gradually with 

less extreme events, while others show that the episodic retreats and weakening of the cliff during 

storms are the main drivers (Houttuijn Bloemendaal et al., 2023; Leonardi et al., 2016; Van Der Wal et 

al., 2023). For the saltmarshes to be included into the Dutch coastal protection guidelines, there must 

be more consensus in this field of research. When an excessive storm would erode a large part of the 

saltmarsh, the wave attenuating function is significantly reduced, and the contribution to flood safety 

is lost. At that case, whole sections of coastal dikes would immediately be at risk for future extreme 

events. 

There is limited knowledge about the hydrodynamics that drive lateral saltmarsh retreat. The study of 

Suzuki & Klaassen (2011) showed possible locations that could be vulnerable during storm conditions 

due to a vortex in front of the cliff. However, the actual velocities that occur during storm conditions, 

and the most sensitive parameters that drive these velocities are not quantified. The PTV 

measurements they conducted lack temporal resolution and the numerical model that was used in 

their study lacks spatial resolution. Further research is needed to explore the hydrodynamics that force 

cliff erosion during extreme storm conditions. Therefore we propose an intrusive measurement 

method with which a higher spatial and temporal resolution can be achieved: PIV. If this measurement 

method can measure velocity fields accurately, it can assess the near-bed velocities around the cliff to 

assess the hydrodynamic forcing on the bottom sediment (Van Der Wal et al., 2023). 

1.4. Research objective and questions 
For this study the following objective is defined: To understand and quantify the near-bed wave-

induced velocities as a proxy for cliff erosion of a coastal saltmarsh, using 2D PIV. The objective of this 

study has four components. First, the use of 2D Particle Imaging Velocimetry (PIV) is assessed on its 

applicability for capturing wave-induced near-cliff velocity fields with a spatial resolution higher than 

Suzuki & Klaassen (2011). The second goal of this research is to compare the PIV measurements in the 

near cliff region to other measurement techniques to validate the accuracy of the PIV velocity fields. 

The third goal is to find the near-cliff hydrodynamics that contain high near-bed velocities during 

extreme storm conditions. And the last goal is to assess the sensitivity of differing wave characteristics 

on peak near-bed velocities. In order to reach these objectives the research questions (RQ) are 

formulated as follows:  

RQ1 What are the requirements to carry out 2D PIV measurements in a complex hydrodynamic 
region of a saltmarsh cliff?  

RQ2 How well can PIV measure velocities in a complex region of a saltmarsh cliff compared to 
other measuring techniques in terms of accuracy.  

RQ3 What wave-induced near-bed velocities patterns are critical for erosion of a saltmarsh cliff 
during storm conditions? 

RQ4 what is the effect of differing wave characteristics on the peak near-bed velocities that 
drive erosion? 
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1.5. Thesis outline 
This thesis is structured starting by explaining the methodology used for answering the questions above 

in chapter 2. This chapter consists of a description of the experimental setup, featuring a scaled coastal 

transect within a flume, and the experiments that are conducted in it. The transformation process of 

the gathered PIV-images into velocity fields is explained, and the requirements for PIV to function 

effectively are presented. Subsequently, an analysis of the accuracy of the velocity fields is presented, 

involving a comparison with an alternative measurement technique. Lastly the methods used for near-

bed velocity analysis are explained. 

The results in chapter 3 present whether this experimental setup meets the PIV requirements, how 

well this PIV setup compares to another measurement technique, which velocity field patterns create 

high near-bed velocities and the influence of different wave characteristics on the peak near-bed 

velocities. 

In Chapter 4, these findings are discussed together with how they fit the existing knowledge base. 

Chapter 5 wraps things up with our conclusions, where the research questions are answered. Finally, 

in Chapter 6, recommendations are made for further research. 
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2. Materials and methods 
This section outlines the methods used to address the research questions. The presented data are 

collected through a series of wave flume experiments. The materials and steps to answer the research 

questions are visualized in a flow diagram (Figure 2-1). In the first section of this chapter, an overview 

of the scale model is given, followed by a description of the PIV materials used and the experiments 

that are conducted. Then the requirements for a PIV setup are presented, which will be used to answer 

RQ 1. The methods for data processing, including calibration, calculation of velocity vectors and post-

processing, are then explained. After that, the PIV validation is explained, which is used for RQ 2. Finally 

methods that are used for the velocity field analysis are presented. Those velocity fields are used to 

find high near-bed velocities and the effect of differing wave characteristics on the near-bed velocities 

(RQ 3 and 4).  

 

Figure 2-1, Flow diagram of the materials data and methods used to answer the research questions. 
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2.1. Flume experiments 
For this research, a series of wave flume experiments are carried out to capture wave-induced velocity 

fields during various wave conditions around the saltmarsh cliff. Particle Imaging Velocimetry (PIV) is 

used to obtain full 2D flow velocity fields near the saltmarsh cliff.  

The flume is situated at Hydraulic Engineering Lab at the Delft University of Technology and is 40 m 

long, 80 cm wide and about 1 m high. The setup mimics a coastal transect with a foreshore, saltmarsh 

and dike on a 1:10 scale according to Froude similitude, which can be used for when surface friction 

effects are neglectable (Taveira Pinto, 2020)(Figure 2-2). With Froude similitude the real world 

velocities are assumed to be proportional to the root of the model scale, as shown in the equations 

below. In the formula Fr is the Froude number V is the velocity and L the length scale. 

 
𝐹𝑟𝑟𝑒𝑎𝑙 =

𝑉𝑟𝑒𝑎𝑙

√𝑔 ∗ 𝐿𝑟𝑒𝑎𝑙

=
𝑉𝑚𝑜𝑑𝑒𝑙

√𝑔 ∗ 𝐿𝑚𝑜𝑑𝑒𝑙

= 𝐹𝑟𝑚𝑜𝑑𝑒𝑙 

𝑉𝑟𝑒𝑎𝑙 = 𝑉𝑚𝑜𝑑𝑒𝑙 ∗ √
𝐿𝑟𝑒𝑎𝑙

𝐿𝑚𝑜𝑑𝑒𝑙
 

(1) 

On the back of the flume a piston-type wave maker is present that can generate multiple hydrodynamic 

wave conditions. A 15 m long section of flat bottom, representing offshore deep water is followed by a 

sloped section, representing a mudflat. The first part of the mudflat has a 1:9 slope and followed by a 

1:45 slope. The 1:9 slope is a transitional slope implemented to save length in the flume and 

construction materials while maintaining most of smooth shoaling. The total slope ends at a height of 

24 cm higher than the offshore. 

 

Figure 2-2, Schematic flume representation. A cross section is shown at the top and a top view is provided in the bottom. The 
legend shows the different measurement tools used. The circle is a zoomed in section of the cliff. The 3 different horizontal 

lines represent the different elevations that are possible in this setup. 

Starting at 20.5 metres from the wave generator, there is a 7 m long level saltmarsh which ends at a 

dike section sloped at a 1:3.6 gradient. The saltmarsh setup can be interchanged between two states; 

either smooth wooden panels that represent a saltmarsh platform absent of vegetation, or panels filled 

with rubber cylinders (Figure 2-3), which mimic coastal vegetation found along saltmarsh coasts in the 

Netherlands. These elastic cylinders are scaled according to Cauchy similitude are modelled after fully 

grown Spartina Alterniflora. The scaling procedure was outside the scope of this thesis and was 
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prepared by an involved PhD students.  As previously mentioned, a cliff can be observed at the edge of 

the saltmarsh. This cliff is formed by raising the saltmarsh platform. Figure 2-2 shows the three distinct 

saltmarsh elevations: one at 0cm elevation resulting in a continuous foreshore mudflat transect, and 

two cliff elevations at 6cm and 12cm. These three elevations, with and without vegetation coverage, 

lead to a total of six different experimental setups. 

 

Figure 2-3, Scaled vegetation panels 

Our experiments aim to investigate the influence of varying wave characteristics on the hydrodynamic 

processes that force cliff erosion during extreme storm conditions. During these experiments the cliff 

height is 12 cm and no vegetation is present on the saltmarsh, with which the hydrodynamics of solely 

a cliff is observed. Table 1 displays the performed experiments with their corresponding characteristics. 

The experiments are designed based on the M07 base case experiment, to investigate the impact of 

changing a single parameter. Therefore every experiment differs on either the water depth, offshore 

wave height, or the wave period. In every experiment 10 waves are recorded, Therefore the experiment 

duration is 10 times the wave period. 

Table 1, Experiments conducted to analyse the effect of differing wave characteristics in a non-vegetated 12 cm cliff setup. 
Experiment M01 is marked red as it can not be used for PIV due to air bubbles (which is explained in section 3.1.1.3). 

Experiment 
reference code 

Water depth on 
the saltmarsh (𝒎) 

Offshore wave height 
(𝒎) 

Wave period 
(𝒔) 

𝑬𝒙𝒑𝒆𝒓𝒊𝒎𝒆𝒏𝒕  
𝒅𝒖𝒓𝒂𝒕𝒊𝒐𝒏 (𝒔) 

M01 0.04 0.10 1.5 15 

M02 0.09 0.05 1.5 15 

M03 0.09 0.15 1.5 15 

M04 0.09 0.10 1.2 12 

M05 0.09 0.10 2.0 20 

M06 0.09 0.10 2.5 25 

M07 0.09 0.10 1.5 15 

M08 0.19 0.10 1.5 15 

 

2.2. PIV setup 
In this research, Particle imaging velocimetry (PIV) is used to capture wave-induced velocity fields 

around the saltmarsh cliff. Velocity fields in the flume are captured non-intrusively in a 2D plane from 

the side of the flume, which corresponds to the vertical and horizontal direction of the flume. Variation 

in the velocity profile in the width of the flume is of minor interest in this flume experiment, as the 

velocities and gradients are expected to be small. 
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PIV is an imaging method that utilizes tracer particles. By calculating the displacement of these 

particles, a vector field representing velocity is obtained. Appendix A contains a detailed explanation 

for extracting velocity vectors from PIV images. The imaging process takes place in a darkroom, in which 

the particles are illuminated by a light source (Figure 2-4). The tent is constructed of black cloth over a 

wooden frame. Figure 2-5b shows a schematized version of the PIV setup and highlights the plane 

where velocity fields are measured (Area of Interest (AoI)). At this location, a LED light source 

illuminates only a very narrow part of the water column (Figure 2-6). The light sheet can pass the 

bottom of the flume through a transparent, plexiglass-strip in the middle of the flume. 

 

Figure 2-4, dark room tent placed over the wave flume for blocking light from the PIV measurement area. 

 

Figure 2-5, Dashed squared section in the full flume in the top (a); PIV Area of Interest (AoI) highlighted in this section in the 
bottom (b); 
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Figure 2-6, Cross sectional schematization of the full PIV setup, including the camera distance to the light sheet and its focal 
point, the dark room tent covering the setup and the working space on the side of the flume in the tent. 

As a light source, the so-called LED-PIV is used, which is in-house developed at Delft University of 

Technology (Bakker et al.) The LED-PIV is located beneath the flume at a distance where the light sheet 

width converges and forms a focal point approximately 20 cm away from the mudflat floor.  When the 

light sheet diverges , the intensity decreases, resulting in less illumination of particles. The sheet of 

light passes through a plexiglass floor of the model, calm water, and a plexiglass cover from the 

mudflat/saltmarsh. Because of the complex refraction of entering and leaving different materials and 

substances, the focal point was manually checked. Figure 2-7 displays the initial measurements 

executed outside the flume that are validated inside the flume. 

 

Figure 2-7, Light sheet convergence of the LED-PIV 

The Oryx ORX-10G-51S5M-C camera is used with a 12.5 mm focal length Television lens and a f/stop of 

5.6. Positioned perpendicularly to the light sheet, the camera is situated 115.75 cm away from its 

centre, capturing a span of 40 cm of water, 1 cm of glass of the flume wall, and 74.75 cm of air towards 

the camera's aperture (Figure 2-6). The resulting area of view of the camera is 50 cm high and 60 cm 
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wide. The acquired images possess a resolution of 2048x2448 pixels and are configured to record at 40 

frames per second. The timing for LED-PIV activation is set to create image pairs with a 4200 µs interval 

between the first and second frame illuminations (explained in detail in Appendix A). This parameter is 

determined based on expected maximal orbital velocities. 

The seeding particles in the water are small polyamide spheres with a diameter of 100 µm (Vestosint 

(Evonik, 2022)). The density of these particles is just lower than fresh water, having an insignificant 

effect on the particles following the flow. The particles are added to the water in and around the area 

of interest. The particle concentration in the water column depends on the spatial resolution of the 

vector fields extracted. 

2.3. Design rules-of-thumb for PIV experiments (RQ 1) 
In order for PIV vector calculations to function effectively, certain requirements must be fulfilled, which 

will be outlined in this section.  

The first requirement is that a seeding particles must be clearly captured in the image. To provide a 

technical definition, a single particle must be larger than one pixel on the camera chip to be accurately 

distinguished by the computer software. The size of one particle in the image is determined by the 

distance between the camera and light sheet, the diffraction caused by light breaking of water, and the 

camera settings. For the PIV software to work appropriately, the particle diameter should be larger than 

the distance between 2 pixel centres in the image.  

 𝑑𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑖𝑛 𝑖𝑚𝑎𝑔𝑒 > 𝑑𝑝𝑖𝑥𝑒𝑙  (2) 

 

The time interval between the first and second frame of a frame pair, along with the size of the 

interrogation window, determines the velocities that can be captured and must be appropriately scaled 

relative to each other. This calculation area is commonly known as an "interrogation window", typically 

defined in pixel dimensions, such as 32x32 pixels. In the second frame, this window is enlarged to twice 

its height and width to search for the highest cross-correlation. Figure 2-8 shows the visualisation of 

this interrogation window with the red boxed area in the first image (at 𝑡 = 𝑡0) . The yellow box in the 

second image (at 𝑡 = 𝑡0 + ∆𝑡) is the search area for the highest cross-correlation. The area inside the 

blue square has the highest cross-correlation with the red boxed area of the first image, which is why 

the resulting vector points to the left up (Furter information on the cross-correlation and defining a 

flow vector, see Appendix A). The maximal particle displacement can be predicted and should not 

exceed half an interrogation window during the time between the two frames, because a particle from 

within the red box could travel outside the yellow box. The timestep at which this would happen will 

be approached by calculating maximal orbital velocities (van der Werf, 2021).  
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Figure 2-8, An example of a resulting vector. The blue square in the right image has the highest correlation with the red area 
in the left image. 

A third criterion evaluates the interrogation window size by analysing a histogram of sub-pixel 

displacement. Kislaya (2016) presented how an insufficient interrogation window size can bias the 

resulting vectors to integer values of pixel displacement. This means that the images have inadequate 

resolution for this interrogation window size. The PIV software can not distinguish sub-pixel 

displacement of the tracer particles, and is therefore biased towards integer values of pixel 

displacement. Figure 2-9 illustrates an example of this tendency, where the peaks are clearly visible 

around the integer values, and this phenomena is known as peak locking.  

 

Figure 2-9, Example of Peak locking, where particles show a tendency to travel a distance equal to a round number of pixels 
(Kislaya, 2016)  

The next criterion is that cross-correlation fields require an appropriate number of particles in each 

interrogation window to maintain accuracy. The ideal average value is around 10 particles per 

interrogation window for reliable results (Raffel et al., 2007). Having too few particles, e.g. fewer than 

4, leads to a high signal-to-noise ratio. Also, having more than 25 particles per interrogation window 

can result in numerous directions showing a correlation peak. This occurs because the interrogation 

window becomes saturated with particles, increasing the likelihood of accidental similarities between 

the first and second interrogation areas. 
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Another critical consideration for achieving precise and effective PIV is the necessity of obtaining clear 

images. Presence of debris, litter, or air bubbles in the water that deviate from the flow pattern can 

introduce false displacements during PIV measurements. Additionally, light interference can make it 

challenging to distinguish particles. The water is closely monitored during the tests, ensuring the 

absence of contamination in the area of interest and a bubble-free water column. A preliminary 

examination of the images before the evaluation of the resulted vector fields of an experiment  is crucial 

to exclude false velocity patterns. 

2.4. Data processing 

2.4.1. PIV velocity fields  
The images are recorded in 16 bit grey-scale, resulting in 2448x2048 pixels with grey-scale values up to 

65536 (16bits)(Figure 2-10). The camera needs to change position in between the experiments to 

record the full water column. When the water level is high, the camera needs to be in the middle of 

the water column. If the water level is low, the camera must be placed lower, otherwise it will record 

the water surface instead of the water column.  

 

Figure 2-10, Raw image data example for a setup with a 12cm cliff. The image is upside down, so the waterline is the white 
layer in the bottom and the flume floor is at the top of the image. 

2.4.1.1. Camera calibration 
The images need to be calibrated before they can be used to calculate real world velocities. The images 

are calibrated both intrinsically and extrinsically. The intrinsic calibration corrects for distortions of the 

raw image due to the lens itself and internal miss-alignment of the lens and camera chip. The extrinsic 

calibration is used to transform the images to orthogonal x-y coordinates for every new camera setup. 

This is done by making a reference image of a checkerboard, that is placed exactly in the middle of the 

light sheet and in correct focus for the camera (COGNEX, 2020; University College London, 2019) (Figure 

2-11). The calibration process was performed by the involved PhD student. 
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Figure 2-11, Raw image calibration. On the right top the intrinsic calibration is applied and the image is flipped, in the 
bottom left the checkerboard is orthogonalized and the last picture shows a rotational transformation to get the coordinate 

directions for the x and z direction in the image equal to the real world. These transformations are then saved and applied to 
all the PIV images taken with this setup (Muller, 2023). 

2.4.1.2. PIV calculations 
To perform pairwise image cross-correlation and post-processing the calculated velocity vectors, the 

MATLab PIV processing toolbox, PIVLab, was used (Thielicke, 2023). This toolbox contains the necessary 

scripts to perform the cross-correlation for all image couples, explained in the PIV explanation section. 

Figure 2-12 shows a resulting vector field at one moment in time. The mudflat on the left and the 

saltmarsh starting with a 12 cm cliff at the right are marked black because there is no water in those 

regions. The top of the figures show no clear pattern in velocity vectors as this part is above the water 

and no tracer particles are present. The interrogation window size is 32x32 pixels, which equals 

0.86x0.86 cm2. Moreover, each interrogation window is cross-correlated with a 50% overlap to produce 

127x152 u and w velocity components for each image pair. 

The resulting vector fields are filtered on outliers with a standard deviation filter and local median filter. 

The standard deviation filter assesses whether all vectors have a reasonable magnitude. This is 

achieved by generating a distribution of all vectors in the vector field and identifying vectors that 

deviate more than 5 times the standard deviation from the mean as outliers. The local median filter 

focuses on the local velocity pattern, ensuring that the vector under consideration does not deviate 

too much from the surrounding vectors. For each vector, the median of the eight surrounding vectors 
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is determined. If the displacement of any vector component deviates by more than 2 pixels from the 

median, that vector is marked as an outlier. When a vector is identified as an outlier, the missing value 

is replaced using a 'spring method'. In this method, the vector is determined through interpolation 

between the vectors on opposite sides, including above and below, left and right, and the two diagonal 

lines. The interpolated values are then averaged to ensure that all neighbours contribute to the outlier's 

replacement.  

Cameron (2022) explains in his report how minimal errors in the resulting vector fields can be when 

the conditions are perfect. However some parameters such as the seeding concentration can vary 

because it is added by hand in our experiments. The glass we filmed through is also not perfectly 

transparent due to some scratches, so incidental inconsistencies in the velocity fields are expected to 

occur. Bakker et al. (2021) tested the LED-PIV, which is used in this study as well, for an 0.7x0.7 m2 area 

where flow velocities up to 1 m/s are recorded. They reported on small vector underestimations when 

the vectors are located against object surfaces. The scale of their study is highly comparable with the 

scale of this study. With a 64x64 pixels interrogation window, 5% of the velocity vectors are marked as 

outliers in Bakker et el.’s analysis. This is therefore also expected to happen with the vectors measured 

in our experiments. 

 

Figure 2-12, A PIV vector field in a setup with a 12 cm cliff (the mudflat and saltmarsh are marked black). 

2.4.1.3. Errors in image saving 
During the experiments, it turned out the  image capturing software for PIV was not able to store the 

incoming images at the requested framerate. On averages, 6 per 100 frames are missing. Since PIV 

requires two consecutive images at a precise timestep, when one image is missing, the corresponding 

flow velocity field for that time step is not correct. As such, these instances were manually identified, 

deleted from the timeseries and linear interpolation is applied to estimate the missing data.  

2.4.2. ADV measurements 
For validation purposes, point velocity measurements are gathered with an Acoustic Doppler 

Velocimeter (ADV) (fixed head, point measurement Vectrino (NORTEK, 2023)). The device measures 

the flow velocity in the x, y and z direction. During deployment, the instrument was positioned parallel 
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to the flume wall, making the mean velocity in the y-plane negligible. The left part of Figure 2-13 shows 

the raw data from an experiment with no cliff or vegetation where a constant wave travels over the 

saltmarsh. The ADV records data at 5-millisecond intervals, capturing mean wave orbital velocities and 

small-scale turbulence.  

The ADV measures 5 cm below the transducer, in a cylindrical volume of 5 mm high with a diameter of 

6 mm. It has an accuracy of ±0.5% of the measured value added with ±1 mm/s. So a velocity of 1 m/s 

is measured in the range: 0.994 and 1.006 m/s.  

The raw data shows spiked signals, indicating false measurements, which are subsequently filtered out. 

Spikes in the ADV data are identified by comparing the raw data to the moving average, and the data 

points associated with spikes are replaced with the corresponding moving average values. To validate 

the PIV results, the ADV data is smoothed get rid of turbulent fluctuations. Smoothing is achieved by 

eliminating high-order frequencies through a low-band frequency filter. The resulting time series is 

presented in the right part of Figure 2-13.  

 

Figure 2-13, Raw and processed ADV data plotted over time. 

2.5. PIV validation (RQ 2) 
To validate the PIV measurements, ADV measurements and analytical approximations are used as 

comparisons. For the comparisons, a setup with and without a cliff are used, to validate the PIV for 

smooth orbital velocities, when no cliff is present, as well as the less understood complex 

hydrodynamics around the cliff.  

The validation with no cliff is done at 12 different locations (Figure 2-14). The offshore wave conditions 

for the validation with no cliff are: a wave height of 0.10 m and a wave period of 1.6 s at a water depth 

of 0.7 m. In the validation locations ADV measurements are executed and are compared with the 

extracted PIV velocities at those locations. As the vectors are 2-dimensional and compared over time, 

they will be separated into u and w components. 
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Figure 2-14, ADV validation measurement locations for the scenario with no cliff 

The vector data in these points are assessed based on two signal quality metrics, namely 1) the root 

mean square error (RMSE) and 2) the bias compared with the ADV measurements. The RMSE is 

calculated with the formulas shown below. N is the total amount of measurements and the u and w 

are the vector components resulting from both measuring methods. The value resulting is an error 

which has only meaning when compared to the magnitude of the measurements.   

 

𝑅𝑀𝑆𝐸𝑢 = √
∑ (𝑢𝐴𝐷𝑉 𝑛 − 𝑢𝑃𝐼𝑉 𝑛)2 𝑁

𝑛=1

𝑁
 

𝑅𝑀𝑆𝐸𝑤 = √
∑ (𝑤𝐴𝐷𝑉 𝑛 − 𝑤𝑃𝐼𝑉 𝑛)2 𝑁

𝑛=1

𝑁
 

(3) 

The bias is used to check if there is an overall offset or bias between the two measurement techniques. 

It is calculated by subtracting the PIV measurement value from the ADV measurement value, and 

dividing it by the ADV measurement value. This is done for all the values and summed to gain an 

average percentage. The percentage bias (PBIAS) formula can result in both negative and positive 

values depending on a negative or positive shift of the PIV relative to the ADV. 

 
𝐵𝐼𝐴𝑆 %𝑢 = ∑

𝑢𝑃𝐼𝑉 𝑛 − 𝑢𝐴𝐷𝑉 𝑛

𝑢𝐴𝐷𝑉 𝑛

𝑁

𝑛=1

 

 𝐵𝐼𝐴𝑆 %𝑤 = ∑
𝑤𝑃𝐼𝑉 𝑛 − 𝑤𝐴𝐷𝑉 𝑛

𝑤𝐴𝐷𝑉 𝑛

𝑁

𝑛=1

 

(4) 

The peaks in both the u and w component can be compared with orbital velocities that are expected 

under a wave. In this setup the shallow water equations do not yet apply (since ℎ < 0.05𝐿 is not met), 

therefore the general orbital velocity formula is used to calculate the maximal u and w velocity 

component.  

 
�̂�(𝑧) =

𝜋𝐻

𝑇
∗

cosh [𝑘(𝑧 + ℎ)]

sinh (𝑘ℎ)
 

�̂�(𝑧) =
𝜋𝐻

𝑇
∗

sinh [𝑘(𝑧 + ℎ)]

sinh (𝑘ℎ)
 

 

(5) 

At the measurement location the local water level (h) is 0.46 m, the offshore wave height (𝐻0) is 0.10 

m and the wave period (T) is 1.6 s. The wave number (k) and the wave height (𝐻) are determined with 
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an analytical lookup table (van der Werf, 2021), based on the relation between the offshore water 

wavelength and the water depth. The offshore wavelength, the resulting relation between the wave 

height and offshore water height, and the resulting relation between the wave number and water 

depth are given below.   

 
𝐿0 =

𝑔 𝑇2

2𝜋
= 3,99m;    H = H0 ∗ 0,926 = 0.093m;    k =

0.940

h
= 2,05 (6) 

 

The expected peak orbital velocities at the different water levels are shown in 

Table 2. 

Table 2, Expected maximum orbital velocities at the ADV measurement locations 

Component and water depth Velocity (𝒎/𝒔) 

�̂�(−𝟎. 𝟐𝟏) 0.223 
�̂�(−𝟎. 𝟑𝟐) 0.189 
�̂�(−𝟎. 𝟒𝟎) 0.184 
�̂�(−𝟎. 𝟒𝟒) 0.177 
�̂�(−𝟎. 𝟐𝟏) 0.105 
�̂�(−𝟎. 𝟑𝟐) 0.052 
�̂�(−𝟎. 𝟒𝟎) 0.022 
�̂�(−𝟎. 𝟒𝟒) 0.007 

 

Similar procedure is followed for a saltmarsh setup including a 12 cm cliff. For this validation the 

offshore wave conditions where, a water depth of 0.55 m, an offshore wave height of 0.10 m and a 

wave period of 1.5 s. Validation measurements were taken at 11 locations around the cliff (Figure 2-15). 

The locations in front of the cliff and near the bed are expected to show complex flow patterns and are 

therefore of the highest interest. A comparison between the measurements and the maximum orbital 

velocities from linear wave theory will deviate, due to the abrupt change in bed level in form of the 

cliff.  

 

Figure 2-15, ADV measurement locations of the validation case with a 12cm cliff.  

2.6. Near-cliff velocities analysis 
When the accuracy of the velocity fields are stated, they are used to investigate the hydrodynamics of 

which high near bed velocities are part of. This will be derived by analysing the velocity fields of the 

base experiment, M07, which will be compared to the other experiments. 
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The effect of a difference  in water level is analysed by comparing M08 to base experiment M07, where 

the water level increases from 9 to 19 cm on the saltmarsh and the wave height and period stay the 

same. The M01 experiment was carried out to assess the influence of lowering the water level, but to 

much noise was present in the area of interest by air bubble entrainment due to wave breaking at the 

cliff. M02 and M03 are used for analysing the effect of change in wave height compared to M07. The 

M04, M05 and M06 experiments are used to analyse the effects of change in wave period. The 

comparison between experiments for analysing the effect of changing a wave characteristic is shown 

in Table 3. 

Table 3, Experiments used to analyse the effect of changing a specific wave characteristic. The M07 experiment is displayed 
in bold as it is the base experiment. 

Wave characteristic investigated Experiments used 

WL on the saltmarsh M07, M08 

Wave height  M02, M07, M03 

Wave period M04, M07, M05, M06 

 

Each experiment results in 20 velocity fields every second, during the time for 10 fully developed waves 

to transverse over the cliff. To analyse important patterns in the velocity fields, the phase-average 

velocity maps are calculated for each experiment. The phase-averaging process involves calculating the 

average velocity field for all the waves in a certain wave phase. This reduces the effect of incidental 

inaccuracies in the wave generation or in the velocity field measurements. 

2.6.1. Velocity patterns (RQ 3) 
Initially, the velocity fields in different points in time and the time-averaged velocity map of the base 

case M07 are visualized. The time-averaged u component is analysed to visualize processes such as 

Stokes drift and undertow. Particular attention is given to velocities in front of and on top of the cliff 

which are part of the vortices that are created by return flow detachment over the cliff. This vortex is 

described to be a probable cause of lateral cliff erosion by Suzuki & Klaassen (2011). They also report 

on a vortex on top of the saltmarsh, which will be investigated as well. 

The patterns found in the time-averaged velocity fields of the base case M07 are compared to the other 

experiments. When remarkable differences are found the phase-averaged velocity maps are analysed 

to describe the hydrodynamics that cause them. 

2.6.2. Effect of wave characteristics on near-bed velocities (RQ 4) 
The velocity patterns that have large near-bed velocities are of interest, and are therefore found with 

local peak near-bed velocity maps. The flow direction in which the high near-bed velocities are directed 

and the locations at which they occur are listed. The hydrodynamics of which these near-bed velocities 

are part of, are observed and reported. 

The effect of differing wave characteristics on the peak near-bed velocities is assessed in those regions. 

The local velocity peaks in the positive and negative direction of both the u and w are extracted from 

the phase-averaged velocity fields. This results in 4 peak velocity maps: one with velocities pointing 

upwards, one downwards, one towards the dike and the last on towards offshore. The saltmarsh and 

cliff surfaces are impermeable, and thus no velocities are expected in the direction perpendicular to 

the surface. Therefore, only the positive and negative u components are of interest on the saltmarsh 

and on the mudflat, while that is the case for the w components against the cliff face (the parallel 

directions). Then the maximal near-bed velocities are extracted from the peak-velocity maps to 

visualize the peak near-bed velocities over the mudflat, saltmarsh and against the cliff face. The effect 
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of a changing wave height, water depth and wave period can be analysed with this data, and 

conclusions are drawn from them. 

3. Results 

3.1. PIV setup verification 

3.1.1.1. Particle size and concentration 
Using the setup outlined in section 2.2 (PIV setup), the particles in the water should appear in the PIV 

images larger than one pixel according to an initial calculation sheet. Assessing the raw image from an 

arbitrary experiment (M08 in Figure 3-1) confirms this by displaying several particles that cover more 

than 1 pixel. 

  

Figure 3-1, , Raw captured image (green) and zoomed section (red) in which particles cover several pixels. 

The interrogation window size is set to 32x32 pixels. In one interrogation window on average 10 

particles should appear. A first check is made by zooming in to one interrogation window and counting 

the amount of particles visible by the eye. Figure 3-2 presents an interrogation window and the 11 

particles that are captured within it, which is well within the required particle concentration 

boundaries. When the number of particles per interrogation window would be outside the boundaries, 

a significant amount of false vector arrows would be present in the vector field. Most of the calculated 

vectors are not rejected by either local mean or standard deviation threshold (Figure 3-3). This indicates 

that the particle concentration is well within boundaries. 

 



 
31 

 

 

Figure 3-2, Number of particles counted in one interrogation window on an image captured as it is. no processing has been 
performed on this image. The resulting vector magnitude and direction is shown by the green arrow in the centre of the 
interrogation window. There are arrows on the edges of the interrogation window because an overlap of 50% is used to 

increase the vector density of the field. 

 

Figure 3-3, Vector field for one moment in time for a setup with a cliff. The red coloured arrows in Figure 3-3 are statistically 
rejected by exceeding either the local mean or the standard deviation threshold. The field is almost completely green aside 

from a small area against the top of the cliff. 



 
32 

 

3.1.1.2. Particle movement 
The time interval between the first and second images in a vector field is chosen to ensure that particles 

do not travel a distance exceeding half of the interrogation window. In the near cliff region maximal 

velocity vectors of ~1 m/s are observed (M06 in Appendix C). With a timestep set to 4200µs, particles 

will travel 4.2 mm for a 1 m/s velocity.  

 𝑥𝑚𝑎𝑥 = 𝑣𝑚𝑎𝑥 ∗ ∆𝑡 = 1 ∗ 0.0042 = 0.0042 𝑚 
 

(7) 
 

 
𝑚𝑎𝑥𝑖𝑚𝑎𝑙 𝑝𝑖𝑥𝑒𝑙 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 =

𝑥𝑚𝑎𝑥

𝑝𝑖𝑥𝑒𝑙 𝑠𝑖𝑧𝑒
=

0.0042

0.00028
= 15 𝑝𝑖𝑥𝑒𝑙𝑠 (8) 

One pixel is 0,28 mm in width and height. The maximal particle displacement is therefore 15 pixels, 

which is within half of an interrogation window (16 pixels). If this ratio between the timestep and the 

interrogation window size would be higher than 16 pixels, the cross-correlation of that interrogation 

window would yield invalid vectors. Looking at the calculated velocity fields, this is not the case (Figure 

3-3). 

The calculated velocity vectors are further analysed by showing the histogram and relation between 

the u and w component of each vector (Figure 3-4). It shows that the velocity limit of 16 pixel/frame is 

not reached. The histogram and plot do not show a tendency of the particle displacement approaching 

an integer number (as can be seen in the example in Figure 2-9), thus no peak locking occurs in this 

vector field. 

 

Figure 3-4, A histogram of pixel displacement at for the velocity field of Figure 3-3 (left panel) and the u and w component 
scatterplot (right panel). 

3.1.1.3. Noise 
Verifying all PIV requirements, the imaging processing is expected to yield clear velocity fields. 

However, in certain experiments, external factors led to noise in the area of interest. In some instances, 

small ‘clumps’ of material were discovered near the cliff, causing the calculation of invalid vectors . The 

source of this material remains unclear, but it could potentially be contamination from previous 

experiments in the form of tiny plastics sticking together. Breaking waves and return flow from the dike 

can create noise at the area in front of the cliff in the form of entrained air bubbles. Especially during 

small water depths, heavy breaking and air entrainment occurs at the cliff. The areas in which these air 

bubbles occur cause false velocity patterns due to the density difference of the air bubbles compared 

to water and therefore incorrect velocity vectors. This is especially the case during experiment M01 

(Figure 3-5), which led to decide not include this experiment for the near-cliff velocity analysis..  



 
33 

 

 

  

Figure 3-5, Air bubble noise in the water column generated by return flow (left) and breaking waves (right) for the M01 case 
discussed in section 2.6. The images were captured in the dark room using a mobile camera configured with an extended 

shutter time. This setting accounts for the visibility of the green light emitted by the LED PIV in the images 

3.2.  PIV accuracy analysis 
To have a measure of accuracy of the PIV measuring technique in this setup, the PIV derived 

measurements are compared with ADV measurements. The measured ADV and PIV signal is presented 

for both situations, with and without a cliff. The maximal orbital velocities obtained through PIV and 

ADV are compared with the maximal velocities through linear wave theory in a scenario without a cliff.  

3.2.1. Comparison without a cliff 
Figure 2-14 illustrated the locations where ADV measurements are taken in the scenario without a cliff. 

The resulting u and w velocity components of both the ADV and the PIV at these locations are 

presented in Figure 3-6. The PIV velocity signal is extracted from the integration window located at the 

same position as the ADV measurement. To precisely identify the corresponding location in the PIV 

measurements, images of the ADV sensor are taken before the tests and the calibration procedure is 

followed to derive orthogonalized x and z coordinates of the exact measuring point of the ADV. The 

measuring location is 5 cm below the transducer. For this location in the calibrated image, the 

corresponding PIV interrogation window (and therefore velocity vector) is extracted and compared 

with the ADV measurement. 

The u velocities show a smooth sinusoidal pattern at all the measurement depths, where the w 

component shows a more irregular pattern. Especially near the bed, at location 4, the PIV shows peak 

velocities that exceed the maximum orbital velocities according to linear wave theory, and these also 

diverges more from the ADV measurements than at other locations.  
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Figure 3-6, , Validation of the PIV measurements for the case without a cliff at the 4 numbered locations in  Figure 2-14. The 
green line in the graphs is the smoothened ADV data and the blue PIV results are plotted on top of it in blue. The red dashed 
line is the maximum expected orbital velocity based on linear wave theory for the different measurement heights (25, 14, 6 

and 2 cm form the bed for locations 1, 2, 3 and 4 respectively). 

For all the 12 locations the RMSE and PBIAS are calculated (Figure 3-7 and Figure 3-8). Every 

measurement depth has 3 measurement points, as shown in Figure 2-14. Location 1a has the same 

water depth as location 1, but located at the left of location 1, while location ‘1b' is on the right of it. 

The same system is applied to the other measurement depths. The RMSE scores have also been plotted 

as percentages of the maximal orbital velocities that are expected at that location based on linear wave 

theory, to provide context to the RMSE values. When the measured velocities are higher, the RMSE is 

expected to be higher as well, while the relative error could be lower. 

The RMSE values of the u component fall within a 0.025 m/s region and the w component fall within 

0.015 m/s. These error values are higher than those solely expected from the ADV (~0.005 m/s) but are 

still interpreted as negligible in comparison to the peak near-bed velocities we are interested in. 

The RMSE of the u component remains within 10% of the expected maximal orbital velocity. An error 

is anticipated due to the fact that the PIV and ADV data were not obtained in the same run, introducing 

inconsistencies in the generated orbital velocities and resulting in an error when comparing the two 

measurements. The RMSE in the w component increases as a percentage of the maximal expected 
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velocity component when the velocities become smaller. At the depths of locations 1 and 2, the RMSE 

is also about 10% of �̂� 𝑚𝑎𝑥, while it rises to 25% and 100% at locations 3 and 4, closer to the bed. The 

PBIAS in the different locations does not exceed 10 percent, except for the w component at location 4. 

This bias reflects the noise in the PIV u component of location 4 in Figure 3-6. 

 

  

Figure 3-7, No cliff scenario RMSE values for the u and v vector components (blue and orange bars) of the PIV compared to 
the ADV. The red and purple bar represent the RMSE as a percentage of the maximal expected orbital velocity component. 

See Figure 2-14 for the exact locations. 

 

Figure 3-8, No cliff scenario PBIAS values for the u and v vector components (blue and orange bars) of the PIV compared to 
the ADV. See Figure 2-14 for the exact locations. 

3.2.2. Validation with a 12cm cliff 
Figure 2-15 showed the locations for which the PIV is compared to the ADV measurements, when a 

12cm cliff is present. These points are chosen because of the high interest in the near cliff regions of 

the velocity fields. 

In Figure 3-9 the PIV and ADV time series for the velocity components are plotted for four locations: 1, 

3, 7 and 8. At location 1, which is located 8 cm above the saltmarsh, the velocity profiles closely align 

for both the u and w components. Even though there is a slight difference in the shape of the w 

component orbital cycle, it still corresponds well. At location 3, which is 4 cm above the saltmarsh edge, 
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the velocity profile of the PIV in the w component shows more variation compared to the ADV. The 

upward velocities measured with the PIV are notably higher than those recorded by the ADV in this 

location. In locations 7, which is 10 cm in front of the cliff edge, the time series match well again, 

whereas in location 8, which is closer to the mudflat bed, some unexpected fluctuations in the orbital 

cycles of both the ADV and the PIV are observed. 

 
Figure 3-9, Validation of the PIV measurements for the case with a cliff at the locations 1, 3, 7 and 8 (Figure 2-15). The green 

line in the graphs is the smoothened ADV data and the blue PIV results are plotted on top of it in blue. 

The resulting RMSE and PBIAS scores for all the locations are shown in Figure 3-10 and Figure 3-11. The 

scores indicate a lesser degree of similarity between the ADV and PIV compared to the case without a 

cliff. The RMSE scale in this figure extends up to 0.4m/s, whereas it was 0.04m/s in the case without a 

cliff. The RMSE value of the  u component at location 2 could be argued to be an outlier, but the RMSE 

for most locations is in the range of 0.1 to 0.15 m/s, which is significant compared to the maximum 

velocities (1 m/s) we intend to measure. Therefore the PIV measured velocities in one location in this 

complex hydrodynamic region around the cliff have to be put into context before they are presented 

as the actual velocities.   

To provide context to the resulting RMSE scores, the RMSE is plotted as a percentage of the highest 2% 

of the velocity components at the measurement location (red and purple bars in Figure 3-10). The 

RMSE of both the u and w components in all the measurement locations fall within 15 to 45% of the 
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highest 2% velocity components. These percentages also indicate that the use of the vector data 

around the cliff deviates a lot from the ADV. 

 
Figure 3-10, The 12 cm cliff scenario RMSE values for the u and v vector components (blue and orange bars) of the PIV 

compared to the ADV. The red and purple bar represent the RMSE as a percentage of the highest 2 % velocity component. 

 

Figure 3-11, The 12 cm cliff scenario PBIAS values for the u and v vector components (blue and orange bars) of the PIV 
compared to the ADV. 

The lower performance of the RMSE is not solely due to PIV measurements error, but is also highly 

impacted by inconsistent velocity component cycles and noise in the ADV measurements. As an 

example, reference is made to the u and w velocity component measurements at measurement 

locations 1 and 8 (Figure 3-9). The ADV measured u component at location 1 shows a trough in the 

middle of the peak in the first 5 cycles, which is not expected to actually have happened. A more likely 

explanation would be a vibration of the ADV device, or measurement errors. 

However, There is no clear pattern in over- or underestimating the values, since the PBIAS is both 

positive and negative in both vector components. The high values of the PBIAS occur in the w direction 

at the locations that are closest to the bed, locations 2, 3 and 9. The PBIAS at these locations is off a 

lesser concern, as explained in the no cliff scenario. But the values are much higher than in the less 

complex hydrodynamic region where no cliff is present, indicating more and higher deviations from the 

measured ADV vector velocities. 
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3.3. Near-cliff velocities analysis 
The following section examines the measured velocity fields around a cliff. Flow patterns are analysed 

with phase-averaged velocity fields and time-averaged velocity fields. Then an analysis of the local peak 

near-bed velocities around a cliff is presented. 

3.3.1. Velocity patterns 
In this section the observed hydrodynamic patterns are explained with help of both time-averaged 

velocity maps and velocity fields. The patterns are described with the time-averaged velocity maps 

(Figure 3-12) and velocity fields measured at 6 different moments in the wave period (Figure 3-13 till 

Figure 3-18), for base experiment M07. The effect of differing wave characteristics on the patterns are 

highlighted. The time-averaged velocity maps of the experiments with different wave characteristics 

can be found in Appendix B. The time-averaged velocity maps of the u component of all experiments 

show average velocities toward the dike near the water level, where this is in opposite direction near 

the saltmarsh bed. This is expected due the occurrence of Stokes drift and compensating return flow.   

 

Figure 3-12, time-averaged velocities maps for the u and w components in the base experiment M07. (dm is the water level 
on the saltmarsh, H the offshore wave height and T the wave period). 
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Figure 3-13, M07 velocity field at t=t0. Return flow is starting to form as the wave crest passed out of the right side of the 

image. 

 
Figure 3-14, M07 velocity field at t=t0+1/6T. The return flow is now further developed, initiating a vortex in front of the cliff 

face. 

 
Figure 3-15, M07 velocity field at t=t0+2/6T. A fully developed vortex is starting to be pulled upwards as a new wave crest is 

entering the image on the left side. 
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Figure 3-16, M07 velocity field at t=t0+3/6T. The vortex opened up and joined the crest flow. Flow is compressed against the 

cliff face as the waves pulls the water upwards. 

 
Figure 3-17, M07 velocity field at t=t0+4/6T. The wave crest is above the cliff, transporting water towards the dike. 

 
Figure 3-18, M07 velocity field at t=t0+5/6T. The last part of the wave crest passes out of the right side of the image. While 
flow is still towards the dike on the saltmarsh, the water on the mudflat is already pulled backward by the next wave crest. 
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3.3.1.1. Vortex in front of the cliff 
The simulation of storm conditions during the experiments is expected to result in the creation of a 

vortex in front of the cliff, as described by Suzuki & Klaassen (2011). To visualize the velocity fields over 

time, a video or images can be used to observe the vortex. Figure 3-13 till Figure 3-18 showcases six 

different stages in the creation and decomposition of the vortex (which has its centre at x=-5 cm and 

y=-5 cm). This follows the pattern described by Suzuki and Klaassen. The vortex is moving anti-clockwise 

in the images (upwards velocities against the cliff face), which can also be observed in the time-

averaged velocity components (Figure 3-12). The red region located in front of the cliff shows an 

average velocity to the dike, while the blue region on top of it shows an offshore direction. A similar 

pattern can be observed in the mean w component, where water moves upward against the cliff and 

downward further offshore. The vortex creates near-bed velocities on the cliff face, and possibly on the 

mudflat in front of the cliff if the vortex gets large enough to interact with the mudflat. 

 

Figure 3-19, Time-averaged velocity map for M06 (longer wave period +1s), where the red and blue region in front of the cliff 
are much larger than at the M07 base-case (Figure 3-12) 

Increasing the wave period (Figure 3-19) and wave height increases the size of the vortex, while a water 

level increase does not affect the vortex size. The split between the blue and red area in the base 

experiment are horizontal and vertical for the u and w components respectively. This is not the case for 

the larger vortices. The experiment with a larger wave height is used as an example where the blue and 

red regions are divided with a tilted line (Figure 3-20). This occurrence suggests that the vortex grows 

in size while its centre travels downwards and further offshore. 

 

Figure 3-20, Flow separation zone for the vortex in front of the cliff of M07 vs M03. 
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3.3.1.2. Vortex on top of the saltmarsh 
The darkest blue spot in the time-averaged u velocity map is found on top of the saltmarsh just behind 

the cliff edge (Figure 3-12). This indicates faster, or longer return flow in that region. A smaller vortex 

is found on top of the saltmarsh directly after the cliff edge. This vortex is found when the wave crest 

is just passed the cliff. Water is pulled over the cliff crest leaving low velocity area on the first part of 

the saltmarsh, where flow is pulled into a cycle for a small duration. The vortex holds on average for 5 

frames in M07, which equals a duration of 0.25 s (or 1/6th of the wave period). In Figure 3-16 and Figure 

3-17 the vortex can be observed at x=3 cm and y=1 cm. A more zoomed in section is provided in Figure 

3-21. Velocities towards the cliff are present over the saltmarsh bed near the cliff, while they are 

towards the dike in the upper part of the vortex. High near-bed velocities directed offshore could be 

part of this vortex on the saltmarsh. 

 

Figure 3-21, Fully developed vortex on top of the saltmarsh. 

3.3.2. Effect of wave characteristics on peak near-bed velocities 
To indicate the locations that are highly vulnerable to erosion due to local flow field and vortices, the 

phased-averaged peak or maximum velocities are calculated for each scenario. Specifically, this study 

focusses on erosion hotspots due to near-bed velocities. As such, the near-bed peak velocity parallel 

to the mudflat, cliff and saltmarsh platform are of interest. On top of the saltmarsh platform and on 

the mudflat, the velocity peaks towards the dike and the return flow are of interest (positive and 

negative u component), where the up and downward velocity peaks are of interest along the cliff face 

(positive and negative w component). First, the base case experiment M07 is analysed, after which the 

effect of the changes in wave characteristics will be assessed through the other experiments. The peak 

velocity maps for the four velocity directions in the base case experiment, M07, are shown in Figure 

3-22. The peak velocity fields for the other experiments can be found in Appendix C. 

The peak negative u component (towards the left), shows a strong return flow over the saltmarsh 

(Figure 3-22 A). The return flow is only present in the lower part of the water column on the saltmarsh, 

and diffuses when the water depth becomes larger on the mudflat. The peak velocities near the bed of 

the saltmarsh get higher closer to the cliff, which is likely due to the vortex propagating on top of the 

saltmarsh. 

High velocities under the wave crest towards the dike are observed in the peak velocity map to the 

right (Figure 3-22 B). The peak velocities in the wave crest get higher when the water depth becomes 

smaller, as can be seen by the higher velocity peaks above the saltmarsh than above the mudflat. There 

are high near-bed velocities on top of the saltmarsh as well as on the mudflat. On the saltmarsh the 

higher near-bed velocities are found 20 cm after the cliff. This is because the wave crest pulls water up 
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and forwards and compresses the flow around the top of the cliff, resulting in higher velocities that are 

not near the saltmarsh bed (further initiating flow detachment and a vortex on top of the saltmarsh). 

The highest velocities in the negative w component (down ward flow) are concentrated under the wave 

crest and in front of the cliff due to the vortex in front of the cliff (Figure 3-22 C). Except for that small 

region at the cliff edge, there is no location where significant near-bed velocities are noticed. 

There is a clear peak positive w velocity component (upward) area in front and above the cliff (Figure 

3-22 D). When the vortex is propagating upwards under the incoming wave crest, the vortex is 

compressed against the top part of the cliff face. This creates the high upward velocities against the 

top of the cliff and continues above the cliff  to diffuse over the rest of the water depth. These high 

peak velocities against the cliff face suggest a local hotspot for erosion. 

 

 

Figure 3-22, Phase-averaged peak velocity maps for the velocity components to the: left (A), right (B), down (C) and up (D). 

This leads to the identification of four distinct regions as schematised in Figure 3-23. These  regions are 

vulnerable to local high near-bed or face velocities and indicate a local hotspot for erosion in the near-

cliff region. 
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Figure 3-23, Areas around the cliff that are vulnerable to near-bed velocities created by wave-induced hydrodynamics. The 
flow direction that creates the highest near-bed velocities are displayed for the different locations. 

To asse the effect of different wave characteristics, the phase-averaged peak near-bed velocities are 

collected at the previous defined zones, e.g. the mudflat, saltmarsh and cliff front.  

The peak near-bed velocities on the mudflat are larger towards the dike than offshore (negative x-axis 

of Figure 3-24). Increasing the water depth or lowering the wave height (M08 and M02) reduces the 

velocities towards the dike, where the increase of the wave height (M03) has barely any effect 

compared to the base experiment (M07). A clearer pattern is visible with different wave periods and 

therefore wave length, where a lower wave period (M04) results in lower peak near-bed velocities and 

the experiments with increased wave periods (M05 and M06) show a step wise increase. Longer wave 

periods cause a larger vortex in front of the cliff, as has been observed in the time-averaged velocity 

fields. The increase in size and depth of the vortex creates faster rotational motion, which is towards 

the dike on the mudflat, of which the peak near-bed velocities on the mudflat are part of. 
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Figure 3-24, The peak near-bed velocities on the mudflat and saltmarsh for the 7 experiments (see legend). The velocities shown on the 
horizontal bed at the mudflat (left of x=0) and on the saltmarsh bed (right of x=0). The dashed line is the cliff transition, and on the right of it 
the peak near-bed velocities on the saltmarsh bed are shown. The positive velocities represent the peak velocities to the right (towards the 

dike) and the negative values to the left (offshore). 

Two vulnerable areas have been identified on the saltmarsh platform. The first region is just behind the 

cliff, which is vulnerable to return flow and the vortex on the saltmarsh. The second region is further 

towards the dike, where higher peak shear velocities occur towards the dike. These regions are again 

analysed for the scenarios with different wave characteristics (positive x-axis in Figure 3-24). The 

highest peak near-bed velocity towards the dike is observed with a slight wave period increase (M05), 

where a bigger wave period increase (M06) shows a decrease of peak shear velocities towards the dike 

compared to the base experiment (M07). The opposite pattern is found in the return flow direction, 

where the highest peak near-bed velocities are observed in M06, while it is reduced in the M05 

experiment. An increase of water depth (M08) creates slightly higher peak near-bed velocities towards 

the dike, where they are much lower pointing offshore compared to the base experiment. The opposite 

is observed for the experiment with increased wave height (M03). 

The cliff face is found susceptible to upward velocities that are part of the vortex in front of the cliff 

(Figure 3-25). The near-bed velocities grow from the bottom up to 2cm under the cliff edge, where a 

small reduction is observed. This reduction is most likely to happen due to return flow interfering with 

the upward motion of the vortex. The peak near-bed velocity against the cliff face shows a positive 

relation to both the wave period and the wave height. An increase in water depth shows minimal 

change in peak near-bed velocities compared to the base experiment, which is expected because the 

vortex observed in front of the cliff has equal size. While all the experiments show a decrease in near-

bed velocity towards the cliff top, it keeps increasing in the M05 experiment towards the edge. This 

behaviour can be linked to the lower return flow peak velocities near coming from the saltmarsh. 
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Figure 3-25, The peak near-bed velocities on the 12cm high cliff face. The y-axis represents the cliff height and the x-axis the 
peak near-bed velocities going upward (positive x-axis) and downward (negative x-axis). 

The effects of the parameter changes on the peak near-bed velocities are shown in Table 4. From these 

values is also concluded that a wave length increase leads, mostly, to higher near bed velocities, where 

a wave height reduction and a water depth increase reduce the peak near bed velocities. 

Table 4, Effect of change in the input characteristics compared with the base scenario in %. 

area 

Parameter changed and experiment ID 

H-0,05 H+0,05 T-0,03 T+0,5 T+1 h+0,10 

M02 M03 M04 M05 M06 M08 

1 (mudflat) -60% -3% -28% 17% 51% -60% 

2 (cliff face) -40% 10% -11% 40% 52% -8% 

3 (marsh to offshore) -41% 13% -12% 3% 37% -21% 

4 (marsh to dike) -18% -46% -25% 81% -8% -1% 
 

The influence of the combined parameters can be expressed with a parameter like the Ursell number. 

This parameter is used to visualize a relationship between the peak near-bed velocities, and the 

offshore wave conditions. The Ursell number (U) indicates the non-linearity of waves, and is calculated 

with the formula shown below in equation 9. In this formula the wave period is represented by the 

wave length, while the wave height and water depth are also included in the formula.  

 
𝑈 =

𝐻 𝜆2

ℎ3
 (9) 

 

In this equation is H the wave height, λ the wave length and h the water depth. The wave length is 

calculated in a similar way as done in section 2.5, except that the lookup table is not used, but the wave 

length is found by iteratively trying values for the wave length to solve the dispersion relation (van der 

Werf, 2021). The offshore Ursell numbers for the different scenarios (Table 5) are then plotted against 

the peak near bed velocities (Figure 3-26). The offshore Ursell number is used instead of the Ursell 

number close to or on the cliff, because around the cliff no linear wave theory can be applied, and thus 

the wave length is hard to determine. 
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Table 5, Ursell numbers for the different experiments. 

Exp.ID h offshore (cm) H (cm) T (s) λ (m) Ursell Number (-) 

M02 45 5 1,5 2,7 4 

M03 45 15 1,5 2,7 12 

M04 45 10 1,2 2,0 4 

M05 45 10 2 3,9 17 

M06 45 10 2,5 5,0 27 

M07 45 10 1,5 2,7 8 

M08 55 10 1,5 2,9 5 

 

 

Figure 3-26, Maximal peak near-bed velocities plotted against the Ursell number graphed for the four areas around a cliff 
that are susceptible to near-bed velocities. The seven dots in every graph represent the different experiments that are 

conducted. 

A trend line has been fitted to for the 7 experiments, and all the locations seem to have a possitive 

linear relation to the Ursell number, except for the near-bed velocities towards the dike on the 

saltmarsh. In that area only the M05 scenario, which is the red dot with the high velocity, has a high 

near bed velocity, 0.8 m/s, while the other scenario remain under 0.5 m/s. By analysing the peak 

velocity map towards the dike of M05 (Figure 3-27), the flow around the cliff edge bends quickly 

towards the saltmarsh bed. This is not observed in the other experiments (Figure 3-22(b) and Appendix 

C). 
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Figure 3-27, M05 experiment, where the velocities moving to the dike reach to the saltmarsh bed, which does not occur in 
the other experiments. 
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4. Discussion 
This research provides insight into using PIV measurements for studying wave-induced hydrodynamics 

during storm conditions around a scaled saltmarsh cliff. This discussion will expand on the findings' 

interpretation, including limitations caused by measurement errors and uncertainties. 

Experimental setup 

A scaled model of a coastal transect with a foreshore, cliff, saltmarsh and dike in a wave flume is used 

to analyse wave-induced hydrodynamics around a saltmarsh cliff. The experimental setup is designed 

on a 1:10 scale according to Froude similitude, which is appropriate for open channel flow, where 

friction effects are minimal, or for flow patterns that are highly turbulent, as the turbulence dissipates 

the energy instead of the model (Taveira Pinto, 2020). The waves are assumed to only lose wave energy 

due to shoaling, until they interact with the return flow and the cliff hydrodynamics, making the surface 

friction components negligible, and allowing the Froude scaling. However, the effect of the neglected 

friction forces is unknown. 

The presented requirements for a PIV setup are abided by the setup used. The particles are well visible, 

and its concentration in the water is within boundaries. No peak-locking is observed in the used 

experiments, and the experiments that caused air bubbles in the near cliff region have been excluded 

from PIV measurement analysis. For this study the displacement threshold is not exceeded with the 

near-bed velocities, but the velocities observed in the in the wave crests during experiment M05 and 

M06 experiments (max 1.5 m/s)(appendix C) do exceed the threshold (1.07 m/s). These velocities 

magnitudes can not be measured accurately with the 32x32 interrogation window, but with different 

setting in the PIV software they can be captured (e.g. 64x64 pixel interrogation window). 

The Light source used for the PIV measurements in this study is an LED-PIV, which is in-house developed 

by the Delft University of Technology (Bakker et al.). The use of a LED is unconventional as a laser is 

mostly used for PIV measurements. Bakker et al. reported on the accuracy of the usage of the LED 

where they used an interrogation window of 64x64 pixels, where the resolution in this study is 4 times 

higher (32x32 pixels interrogation window) while keeping the same area of interest (50x70 cm2). The 

effect of this increase in resolution is yet unknown, however Bakker et al. reported on an increase in 

rejected velocity vectors when going from 128x128 to 64x64 pixels interrogation window from 1 to 5 

%. A further increase when going to 32x32 can be expected, which could result in too much non-valid 

vectors in the velocity fields. The LED emits light through the bottom of the flume. The intensity of the 

light sheet reduces towards the water surface due to the divergence of the light sheet, causing less 

bright particle captures in the images further from the bed.  

The image capturing software drops approximately six frames per 100 on average. The absence of 6 

percent of frames results in an absence of 6 velocity frames per 50 frames, which is over 10 percent. 

This missing data is linearly interpolated, which is not necessarily seen as a problem, except when this 

would happen in a velocity peak, as interpolation would result in an exclusion of that velocity peak. 

Measurements 

The measuring method used in this research requires careful validation, since the PIV setup itself is not 

calibrated. To achieve this, the gathered data has been compared to both a calibrated measurement 

device (an ADV) and expected theoretical values. The PIV measurements show high similarity to the 

ADV measurements when a waves passed over the saltmarsh without a cliff and aligns with the 

maximal orbital velocities expected from linear wave theory (van der Werf, 2021). The comparison with 

a cliff and its complex flow produced less consistent results when compared with the ADV. The 
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comparison resulted in RMSE values that are within 15 % of the maximal velocities measured, 

questioning the validity of the measured velocity fields with a cliff. 

To reduce the effect of PIV measurement uncertainty, inconsistencies caused by the wave generator 

and the impact of missing frames, the velocity fields of 10 fully developed waves are phase-averaged 

before conducting near-bed velocity analysis. Although this does mitigate the impact of the 

aforementioned inconsistencies, it assumes that the actual velocity field in a wave phase-would be 

consistent in all the 10 captured waves. The representation of incidental real velocity peaks can be 

reduced in the PIV data with this method, but no method is found to judge the validity of these peaks, 

therefore preferring the reduction of the uncertainty effects by phase-averaging. 

The thesis expands the knowledge on the vortex in front of the cliff and peak near-bed velocities that 

drive erosion. The obtained correlations between the wave period and shear velocities over the 

mudflat and the cliff front appear significant. Both are influenced by the vortex, where peak near-bed 

velocities decrease as the wave period decreases, and increasing for longer wave periods with two 

separate steps. For the areas on top of the saltmarsh that have been assigned as vulnerable, the peak 

shear velocities are found highly sensitive to an increased wave period. 

The vortex formation, both at the face of the cliff and over the saltmarsh platform, are closely linked to 

the occurrence of peak near-bed velocities. This formation of a vortex in front of the cliff is described 

by Suzuki & Klaassen's (2011). Here, they apply PTV in a similar scaled wave flume study and further 

resolve the full flow pattern with a numerical model. In their study, velocity fields are examined with 

slightly different wave conditions, a 3 cm higher cliff and the foreshore is sloped differently. Their 

numerical model shows a high similarity in the development of the vortex in front of the cliff as 

observed in this thesis. Although the velocities are not quantified, the strength and position of the 

vortex is found to be determined mainly by the wave height and wave period in their study, which is 

also concluded in the results of this study.  

The experiments used in this report are limited in quantity, while more experiments have been 

conducted in the flume. Due to time scarcity and the complexity of the PIV data handling, no more data 

is processed, leading to a limited dataset for analysing the effects of changing wave conditions. 

However, with the seven conducted experiments, a linear relationship is found between the Ursell 

number and the Maximal near-bed velocity on the mudflat, cliff face and for the return flow over the 

saltmarsh. Whether this relations holds for all wave conditions, changes in the height of the cliff and 

when the cliff shape is not a sharp 90 degrees is unknown. 

Relation to other studies 

In this thesis, the impact of the waves on the cliff face have not been assessed. However, this thesis 

does show that waves traveling over the saltmarsh during storms have a large impact on the top of the 

cliff face. This indicates that the processes described by Bendoni et al. (2016) Francalanci et al. (2013) 

and Tonelli et al. (2010) doesn’t take place during extreme storms in the Netherlands. Lateral cliff 

erosion measurements taken in the Westernscheldt (Van Der Wal et al. (2023)) may be attributed to 

the near-bed velocities explained in this report. In their study erosion patterns are found where the 

upper sections of the cliff are eroded, which result in a multi-stepped cliff. This stepped shape is 

possibly because of the impact by the generated vortex on the higher cliff surface, similar to a single 

cliff as treated in this thesis. However, this would imply that storm conditions determine the shape of 

the cliff, instead of the finding that lateral cliff erosion is primarily driven by common weather 

conditions (Leonardi et al., 2016; Van Der Wal et al., 2023). 
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5. Conclusion 
Particle Imaging Velocimetry (PIV) has been used to measure 2D wave-induced velocity fields around a 

saltmarsh cliff under extreme storm conditions. With these velocity fields this report aims to improve 

the understanding of flow velocity patterns around a cliff that govern cliff erosion. To this end four 

research questions were formulated, which are answered in this section. 

RQ1. What are the requirements to carry out 2D PIV measurements in a complex hydrodynamic 

region of a saltmarsh cliff?  

Particles are illuminated with a LED-PIV at 2 different moments, resulting in 2 images from which the 

particle displacement between them is calculated. While it seems obvious, the particles in the images 

should be larger than one pixel, otherwise the PIV software will not function accurately. The 

concentration of the particles in the water needs to be within the right boundaries, which depends on 

the desired vector resolution. A vector is created in every interrogation window, 32x32 pixels, in which 

on average 10 particles should be present. The particle displacement between the two illuminations 

should not exceed half an interrogation window to accurately measure the velocity vectors. A last 

requirement involves the occurrence of material in the water that does not share the density of water, 

which will result in velocities that differ from the water flow. During the experiments for this report, air 

bubbles are created by waves that break on the cliff. These bubbles are interpreted as big particles by 

the PIV software, resulting in false velocity fields. 

RQ2. How well can PIV measure velocities in a complex region of a saltmarsh cliff compared to other 

measuring techniques in terms of accuracy.  

For several locations in the PIV velocity fields, comparisons are made with ADV measurements in a 

scenario without a cliff. The PIV and the ADV show almost identical velocities, resulting in marginal 

RMSE values and no bias is found. Only near a surface (the bed in this case), the velocity vector 

perpendicular to that surface shows inaccuracies, however this perpendicular direction is of no interest 

in this report. The maximal velocities measured with PIV align with the maximal orbital velocities that 

were expected based on linear wave theory. 

When a cliff is implemented, the resulting comparison between the PIV and ADV velocity vectors are 

further off. The RMSE values were in the order of 15 % of the maximal measured velocities, questioning 

the interpretation of the measured PIV velocity fields around the cliff.  

RQ3. What wave-induced near-bed velocities patterns are critical for erosion of a saltmarsh cliff 

during storm conditions? 

various velocity field patterns are observed around a saltmarsh cliff. These include stokes drift, return 

flow, a vortex in front of the cliff, and a vortex on top of the saltmarsh. This study confirms the impact 

of wave characteristics on the vortex in front of the cliff, as described by Suzuki & Klaassen (2011). 

Increasing wave heights and especially longer wave periods create a larger and stronger vortex in front 

of the cliff, although this effect appears to be absent when waves directly plunge when they reach the 

cliff.  

RQ4. what is the effect of differing wave characteristics on the peak near-bed velocities that drive 

erosion? 

By analysing peak near-bed velocity fields, four areas are found to be vulnerable to erosion caused by 

high near-bed velocities: 1) The offshore mudflat in front of the cliff, 2) The cliff face, 3) The saltmarsh 

platform immediately after the cliff edge, and 4) The saltmarsh platform further towards the dike. The 
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vortex in front of the cliff is the reason of the near-bed velocities on the mudflat directed towards the 

dike, and the upward velocities on the cliff face. The saltmarsh platform immediately after the cliff edge 

is susceptible to both the return flow and the vortex on top of the platform, which are both directed 

offshore. On the salt marsh platform further towards the dike, there are high near-bed velocities 

towards the dike. These occur as the wave crest passes over this region. 

The water depth, wave height and wave period parameters have been varied to assess their influence 

on the maximal near-bed velocity in the four areas. The wave period is found to be most influential. A 

more general relationship between the three parameters has been found for location 1, 2 and 3: the 

Ursell number. A plot of the maximal near-bed velocity versus the Ursell number shows a positive linear 

trend at those locations.  

Objective: To understand and quantify the near-bed wave-induced velocities as a proxy for cliff 

erosion of a coastal saltmarsh, using 2D PIV. 

The objective is achieved for the largest part in this study. The setup used in this study meets the 

requirements to conduct PIV at this scale, with use of a LED light source instead of a conventional laser. 

The comparison of the PIV measurements to the ADV measurements failed to prove high accuracy 

when a cliff is present, questioning the magnitudes of the measured near-bed velocities. However, the 

extracted velocity fields show clear flow patterns, with limited outliers, enabling us to understand the 

processes that govern near-bed velocities, and deriving a relation of the maximal near-bed velocities 

to the offshore wave conditions.  
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6. Recommendations 
PIV potential 

In this thesis velocity fields, acquired with PIV, are analysed around a cliff. The research potential of 

these velocity fields is much greater than performed in this study. In this thesis the maximal near-bed 

velocities around a cliff have been analysed under different wave conditions and regions vulnerable to 

high near-bed velocities have been located. Efforts have been made to uncover relationships between 

wave characteristics and near-bed velocities around the cliff; however, some effects remain uncertain 

or unknown. On the cliff face clear relationships have been found, but the processes that govern high 

near-bed velocities on the saltmarsh remain partially unknown. The resulting data suggests that the 

vortex creation on top of the saltmarsh is important. The off shore Ursell number is presented to have 

a relationship with the maximal near-bed velocity, but the amount of experiments this is based on, 7, 

is relatively low. Including more experiments could lead to a stronger or non-linear relationship.  

Other validation/comparison methods 

The comparison between the PIV and ADV in the scenario with a cliff concluded limited similarity. Both 

the PIV and ADV showed weird orbital cycle patterns in their velocity vectors, resulting in high RMSE 

values. A comparison of the PIV velocity fields with an numerical model could result in a higher 

correlation. A numerical model could calculate the full velocity field, instead of the point 

measurements from the ADV, resulting in more data points to compare, or the PIV data can be used to 

calibrate the numerical model. With this comparison local accuracy could be determined for the PIV, 

where the near bed vector accuracy would be of the highest interest for this study. 

Other measurement devices 

Next to near-bed stresses, pressure differences in the water column can also lead to cliff erosion by 

pushing and pulling on the soil of the cliff face and saltmarsh platform. Research in this field should 

reveal how the vorticity of the vortex in front of the cliff and on top of the saltmarsh affect this. The 

data from the pressure sensors in the mudflat, cliff and saltmarsh that incorporated in the flume setup 

of this study could help with further research . 

Further research in this field should aim to understand how the vorticity of the vortex in front of the 

cliff and on top of the saltmarsh influences these pressure dynamics. Utilizing data from pressure 

sensors embedded in the mudflat, cliff, and saltmarsh, which were incorporated within the flume setup 

for this study, could provide valuable insights for future research in this area. 

Vegetation influence 

Next to more research into the hydrodynamics caused by a cliff, the effect of saltmarsh vegetation on 

the velocity field around the cliff should be studied as well. The vegetation is expected to reduce flow 

velocities near the bed, which compresses the velocity profile upwards. A return flow on top of the 

vegetation could lead to a higher position of the vortex in front of the cliff, making the cliff edge more 

vulnerable to erosion. These processes can be analysed by comparing non-vegetated and vegetated 

velocity fields. As explained in the methodology, other wave experiments have been performed 

including  scaled vegetation saltmarsh meadow . Further analysing this data on the effect of a different 

return flow pattern due to vegetation compared with the results of this thesis is recommended.   
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Appendix A: PIV measuring principle 
The displacement of the tracer particles is not followed as a trajectory with PIV. The assumption is 

made that for small volumes the velocity direction and magnitude is the same (Bakker et al., 2021; 

Raffel et al., 2007). The timing of the images, the activation of the LED-PIV and the vector calculations 

are explained in this section for 2D PIV. For a constant terminology the setup of this study is used for 

explanation of the PIV measuring principles. The principles do not change when using a laser as a light 

source or conduction experiments in another substance than water, such as air. 

A camera has a period in which the shutter is open. Old cameras take a long time to catch enough light, 

modern cameras have memory cards in which each photosite (mostly referred to as pixel) react to light. 

By controlling the moments on which a particle can reflect light, by activating the LED-PIV, it is exactly 

known when a particle is reflecting light. The time schedule in the figure below shows how pictures are 

taken in the top timeline, and when the sensor receives light because the LED-PIV is turned on (Taylor 

et al., 2010). Pictures are paired by the LED pulses that are closest to each other (one ∆𝑡 divided from 

each other). 

 

The first two shutter openings are described as an example: 

• Camera shutter opens in a darkroom, so no light is caught. When the shutter is almost going to 

close the LED-PIV is activated for a very short amount of time (referred to as the light pulse) 

then the shutter closes and thus the reflection of particles during the light pulse is the only 

light caught by the sensor. 

• Then the shutter opens again and immediately a light pulse is activated again. For the rest of 

the shutter time no light is emitted so the light pulse at the start of the picture is again the only 

light caught. 

• This results in two frames that are a pair (named PIV Capture 1 in the figure above). Even 

though the pictures are taken at other moments, the moment the data is gathered is only 

during the light pulses and thus it is known how much time is spent between the particles 

captured in both frames. 
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A frame pair can be used to approximate the movement pattern within that timestep using cross-

correlation. Cross-correlation is a statistical method in which the most probable displacement of 

particles within a sample domain is calculated, and results into a velocity vector in that domain (Dabiri, 

2007). The figure on the next page is used as an example to clarify this: 

• The frames consist of reflecting particles on a black background. Since only particles in the thin 

light sheet are illuminated, only that part is captured and in plane motion is detected. 

o The first frame is the first frame of the pair (thus the first light pulse) 

o The second frame is the second frame of the pair (second light pulse) 

o The time between them is ∆𝑡 

• The dots are the illuminated particles (also referred to as seeding) 

• The images are sampled into interrogation windows (e.g. 32x32pixels) and for every 

interrogation window a pixel shift (𝑑𝑥, 𝑑𝑦) is determined with Cross-correlation between the 

first and second image. The size of the interrogation window therefore determines the spatial 

resolution. In the left bottom of the figure below a resulting correlation plane is shown. 

o The plane represents the directions in which the first interrogation window is shifted. 

In the centre spot of the plane interrogation is not shifted. 

o The height of the peaks in the plane show how well the particle locations in the shifted 

interrogation window correspond to the interrogation window of the second frame. 

o The location of the highest correlation peak represents the most likely displacement 

of the particles from the first to the second frame. 

• The determined displacement in combination with the known time between the first and 

second frame results in a velocity vector.  

o The maximal expected displacement in the timestep should not exceed half of the 

interrogation window, because the particles of the first frame should also be in the 

second interrogation window. Therefore the relationship between the timestep and 

the interrogation window size must be in the right order. 

• If the whole picture is split in areas and interpreted with cross-correlation, the right side of the 

figure below shows a possible resulting vector field. 

• Because the vectors are statistically determined, there is a chance that vectors are incorrect. 

The minimization of this occurrence and the filter setting applied to deal with outliers is 

discussed in section 2.3. 
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Appendix B: Time-averaged velocity maps 
In this appendix the time-averaged velocity maps are presented for comparison with the base 

experiment, which is presented in the results. The wave characteristics are plotted in the saltmarsh 

elevation, which are: dm=0.09m, H=0.10m and T=1.5s; in the base experiment M07. 
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Appendix C: Phase-averaged peak velocity maps 
In this appendix phase-averaged peak velocity fields are shown for a comparative purpose. First the 

upward velocities are shown for the experiments that are not visualized in section 3.3.2. in which the 

top of the cliff face is the area of interest. 
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The peak velocity component to the right is shown here for illustration of the near-bed velocities on 

the off shore mud flat and on the saltmarsh. 
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The peak velocities towards the left are shown here. The area that is vulnerable to near-bed velocities 

in this direction is on the saltmarsh. 

 

  



 
67 

 

The peak velocity component downwards are presented for all the experiments. However, there is no 

region highly susceptible to this component. 

 


