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Summary

The already present global coastal flood risk is a threat to population, infrastructure and coastal
ecosystems (Vafeidis et al., 2008). Due to changes in storm patterns and sea level rise, a significant
increase in coastal flood hazard is expected (Church & Gregory, 2019; Forzieri et al., 2016). Since
hazard estimation is a necessary precursor to risk assessment, coastal flood hazard assessment at
large spatial scales is needed.

This study investigates global inundation estimations from the Bathtub approach, and critically
compares the approach and results to the outcomes of the more detailed, process-based, reduced
complexity model LISFLOOD-AC. The LISFLOOD-AC model used for coastal flood inundation
estimates on a global scale is a relatively computationally expensive model. The commonly used
Bathtub approach does not have this limitation, although this model can overestimate the flood
magnitude (Vousdoukas et al., 2016). This study investigates whether the computational time of
models can be reduced without compromising on quality of results. The spatial domain of this
study involves the entire stretch of coastline around the World. Both models were compared for
the baseline period 1980-2014. The model scenarios included span return periods of extreme sea
levels from 5 to 200 years. Identifying differences in estimated flood extent was the main task in
this project. The flooded area estimates of both modelling approaches were subdivided based on
administrative boundaries, coastal typologies and terrain classes. The outcomes were compared as
flooded area in (km2), flooded area normalized by shoreline length in (km2/km) and as factor dif-
ference (Bathtub / LISFLOOD-AC). Trapezoidal numerical integration was applied to the flooded
area estimates spanning all baseline return periods to compare the model outcomes as Expected
Annual Flooded Areas (EAFA) in (km2/km/yr). Furthermore, the fit metrics: hit rate, false alarm
rate, and critical success index wer determined for all baseline return periods. In this, the hit rate
represents the flooded area correctly predicted by the Bathtub approach, the false alarm rate is
a metric of overestimation and the critical success index is a metric of agreement between both
modelling approaches.

Results from this study show that the Bathtub modelling approach overestimates the flooded
area significantly compared to the process-based reduced-complexity model LISFLOOD-AC. This
holds for most countries on Earth (subquestion 1), every coastal typology (subquestion 2) and
every terrain class (subquestion 3). The Bathtub approach estimates a global EAFA that is 5.9
times larger than the estimate by the LISFLOOD-AC model. Furthermore, this overestimation
was observed for all baseline return periods included, although the factor difference reduced when
moving to higher return periods of extreme sea levels. Smaller differences were observed for steeper
coastlines, for which the influence of the topography is larger. This results in less overestimation
by the Bathtub approach. The propagation of the coastal flood is only limited by the topography
in the Bathtub approach, while the LISFLOOD-AC model also incorporates the effect of landscape
roughness. Therefore, in flat terrains like plains, the flood propagation in the Bathtub approach
experiences no deceleration which causes significant extents of the flood. This especially holds in
combination with the fact that the Bathtub approach does not include conservation of mass and
therefore assumes an unlimited amount of water that can propagate inland. The hit rates reveal
that the Bathtub approach generally estimates flooding in areas where the LISFLOOD-AC model
does as well. However, from the false alarm rates it is clearly observed that the Bathtub approach
significantly overestimates the flooded area. Lastly, the critical success index values are generally
low, representing an insufficient agreement between the flooded area estimates by both modelling
approaches. According to the findings of this study, it appears to be ill-advised to use the Bathtub
approach in quantitative assessments of the coastal flood hazard at large spatial scales.
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CHAPTER 1. INTRODUCTION

1 | Introduction

The already present global coastal flood risk is a threat to population, infrastructure and coastal
ecosystems (Vafeidis et al., 2008). The World’s climate is changing and extreme meteorological
events have a stronger footprint on everyday lives, compared to previous decades (Vousdoukas et al.,
2016). Besides, the frequency (Fox-Kemper et al., 2021) and magnitude (Ranasinghe et al., 2021)
of coastal floods is expected to increase under all climate change scenarios. Coastal areas around
the world are home to a large part of the World’s population and the density of valuable assets is
typically high. Since a large part of the World’s population lives in so-called Low Elevation Coastal
Zones (LECZs), the attention for flood risk management is growing. At present, an estimated 1.3%
of the global population is prone to a 1-in-100-year flood (Muis et al., 2016) from which 40 million
people live in the World’s main port cities (Hanson et al., 2011). Socio-economic activity and
urban assets cause that LECZs face potentially large consequences due to coastal flooding. With
the projected sea level rise and climate-related changes in storm events, the probability of these
areas to be flooded and the magnitude of the flooded area becomes bigger (Vousdoukas et al.,
2020). Therefore, the attention for coastal flood risk among the scientific community, stakeholders,
governments and the public is rising (Vousdoukas et al., 2016). Broad scale assessments of the
current and future coastal flood risk are required to cope with this risk, by informing a range of
policy decisions (Hinkel et al., 2021). Therefore, a fast, global quickscan of the flood hazard will
help to examine the areas for which further locally performed investigation is required. In this
way, the need and the extent for possible adaptation strategies can be determined.

1.1 Theoretical background

To provide essential background information about coastal flood hazard assessment and modelling,
a literature review is performed. This study ends at the flood hazard level. However, information
about flood risk assessment is briefly provided in the literature review since the flood hazard is
closely related to the estimated flood risk.

1.1.1 Coastal flood hazard relation to risk assessment
Hazard estimation is a necessary precursor to risk assessment. In general, risk assessment includes
the components: hazard, exposure and vulnerability (Reisinger et al., 2020). From the work of
numerous researchers, the IPCC (2012) combined their work and came up with the following
descriptions of hazard, exposure and vulnerability:

• hazard refers to the possible, future occurrence of natural or human-induced physical events
that may have adverse effects on vulnerable and exposed elements;

• Exposure refers to the inventory of elements in an area in which hazard events may occur;
• Vulnerability refers to the propensity of exposed elements such as human beings, their

livelihoods, and assets to suffer adverse effects when impacted by hazard events (IPCC,
2012)

The components of disaster risk and its connection with climate and socioeconomic processes is
presented in Figure 1.1.
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CHAPTER 1. INTRODUCTION

Figure 1.1: Climate-related risk as a result of the interaction of climate-related hazards, with
vulnerability and exposure of human and natural systems. Drivers of hazard, exposure and vul-
nerability include socioeconomic processes and changes in the climate system (IPCC, 2021).

Coastal flood risk assessment

Assessment of the global coastal flood risk is essential under the projected changes in climate,
population and socioeconomic activity. Better understanding of the flood risk in flood-prone areas
will help inform climate policy and disaster risk (Scussolini et al., 2016).

During recent years, an upscaling has taken place of the scale at which coastal flood risk assessments
are performed i.e. from regional and national scale to larger, (inter)continental and global scale.
These broad scale assessments are useful in hotspot identification, support for international poli-
cymaking and harmonization of climate change adaptation strategies (Vousdoukas et al., 2018a).

Broad scale coastal flood risk assessments inform a range of policy decisions including (Hinkel
et al., 2021):

1. Setting global mitigation targets in the context of the United Nations Framework Convention
on Climate Change (UNFCCC) to avoid dangerous interference with the climate system
(UNFCCC, 1992);

2. Informing Global Assessment Reports on Disaster Risk Reduction by the United Nations
Office for Disaster Risk Reduction (UNDRR, 2019);

3. Designing global financial mechanisms for adaptation (United Nations Environment Pro-
gramme (UNEP), 2016), disaster relief and loss & damage (Jongman et al., 2014);

4. Strategic long-term development and adaptation planning (Hinkel et al., 2021).

More or less similar to the disaster risk management components, coastal flood risk (CFR) can
be divided in four components which follow the risk definition of the IPCC (Chen et al., 2021;
Oppenheimer & Glavovic, 2019). The four components of CFR are as follows:

1. Mean and extreme sea-level hazards, including sea-level rise, tides, surges, waves, river
run-off and their interactions;

2. Hazard propagation onto the shore and the floodplain, including interaction with natural
(e.g. dunes) and artificial (e.g. dikes) defences;

3. Exposure in terms of area, people and coastal assets potentially threatened by these hazards;
4. Vulnerability, which refers to the propensity of the exposure to be adversely affected by

the flood hazard (IPCC, 2014a).

All these four components require intensive research and collaboration of multiple experts. The
currently used approaches to assess the global coastal flood risk is described in the following chapter.
Since this study ends at the third CFR component at the area level, no attention is devoted to the
last component involving vulnerability. Furthermore, as only baseline return periods are included
in this study, no attention is paid to climate and socioeconomic changes.
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CHAPTER 1. INTRODUCTION

1.1.2 Variables and processes affecting the coastal flood hazard
The coastal flood hazard is affected by several processes. The most important ones are presented
in this section.

Low Elevation Coastal Zones

The Low Elevation Coastal Zone (LECZ) is described as "the area below 10m that is hydrologically
connected to the ocean" (Hinkel et al., 2021). This region is home to around 10 % of the world’s
population and 13 % of the total urban area (Kirezci et al., 2020; McGranahan et al., 2007).
This area generates approximately USD 1 trillion of global wealth (Kirezci et al., 2020). In the
main port cities around the World, already 40 million people and USD 3 trillion worth of assets
are exposed to coastal floods (Hanson et al., 2011). Due to urbanization, wealth- and population
growth, this trend is expected to continue in the future under the different socio-economic pathways
(Vousdoukas et al., 2020). The population of the LECZ is predicted to rise from 625 million in
2000 to between 879 and 949 million in 2030, eventually approaching 1.4 billion in 2060. (Neumann
et al., 2015).

Climate change

During recent years observations made clear that our climate system is changing. Compared to
the late 19th century: global mean surface temperature increased; the upper ocean (above 700 m)
has warmed; the Earth has been in radiative imbalance receiving more energy from the Sun than
reflecting through the atmosphere; the Arctic ice extent decreased and world-wide glaciers shrunk
(IPCC, 2021). Under these changing conditions, the stresses on our society increase significantly.
As Vousdoukas et al. (2016) stated: "During recent years, our societies have witnessed several
extreme meteorological events which have raised public awareness of the fact that the climate is
constantly changing and having a stronger footprint on everyday lives compared to previous dec-
ades." The future episodic coastal flooding is one of the main disaster risks of our future generation
since any climate change driven variation in frequency and/or magnitude of storm events has a
significant impact (Kirezci et al., 2020). Together with mean global sea level rise this increases the
coastal flood hazard that society is facing.

Global mean sea level rise

From tide gauges and altimetry observation, it is clearly seen that the global mean sea level (GMSL)
is rising at an accelerating pace. The global mean sea level increased by 0.20 m between 1901 and
2018. As stated in the Sixth Assessment Report by the IPCC (2021): "The average rate of sea
level rise was 1.3 [0.6 to 2.1] mm yr–1 between 1901 and 1971, increasing to 1.9 [0.8 to 2.9] mm
yr–1 between 1971 and 2006, and further increasing to 3.7 [3.2 to 4.2] mm yr–1 between 2006 and
2018 (high confidence)." Furthermore, it is likely that global mean sea level will rise in the range
of 0.28 to 1.01 m (very low GHG emissions scenario to very high GHG emissions scenario) by the
end of the 21st century, compared to 1995 to 2014 (IPCC, 2021). The global mean sea level rise
per scenario is presented in Figure 1.2.

The increasing sea levels are the result of various processes, of which thermal expansion, ice mass-
loss from glaciers and icesheets in Greenland and Antarctica are contributing the most (Vousdoukas
et al., 2018c). Furthermore, coastal sea levels will be influenced by vertical land motion (VLM),
which is induced by a variety of factors, including glacial isostatic adjustment (GIA) (Vousdoukas
et al., 2018c).

Sea level rise is often referred to as relative sea level rise (RSLR), since the sea level is both
dependent on the water level as the level of the land itself. This land level can change due to
processes like subsidence. RSLR includes the effects of atmospheric loading, land ice, glacial
isostatic adjustment, vertical land motion and terrestrial water sources (Fox-Kemper et al., 2021).
The change in relative sea level can be significantly different from the global mean sea level due
to changes in the distribution of water in the ocean, vertical movement of the land and changes in
the Earth’s gravitational field (Fox-Kemper et al., 2021).
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CHAPTER 1. INTRODUCTION

Figure 1.2: Global mean sea level change in metres, relative to 1900. The black curve represents
the observations and the projections for the SSP (Shared Socioeconomic Pathways (IPCC, 2021))
scenarios are shown in colour, with the shades representing uncertainty. The projections are based
on CMIP (Coupled Model Intercomparison Project), ice-sheet and glacier models. The dashed
curve indicates the potential impact of deeply uncertain processes, showing the 83rd percentile of
SSP5-8.5 projections including low-likelihood, high-impact ice-sheet processes. Only likely ranges
are assessed for SSP1-2.6 and SSP3-7.0. The observed global mean sea level rise from 1900 to
1995-2014 of 0.158 m is added to simulated and observed changes relative to 1995-2014 to calculate
changes relative to 1900 (IPCC, 2021).

Extreme sea levels

Related to climate change, the focus is often on mean global sea level rise. However, the major
threats of coastal flooding and erosion are significantly impacted by episodic storm surge and wave
setup (Kirezci et al., 2020; Paprotny et al., 2019; Vousdoukas et al., 2018c). Their time of occur-
rence in relation to the astronomical tide is crucial in this.

The definition of an extreme sea level (ESL) is defined by Fox-Kemper et al. (2021) as: "an
exceptionally low or high local sea-surface height arising from combined short-term phenomena
(e.g. storm surges, tides and waves)". The extreme sea levels relevant for the assessment of the
coastal flood hazard are the exceptionally high ones. The contribution of waves to the extreme
water level is often not taken into account in large-scale coastal flood hazard assessment since it
requires information on the beach-face slope and wave related water level fluctuations take place
at smaller temporal scales than the other ESL components. A typical extreme sea level (ESL)
equation is as follows:

ESL = MSL+ ηtide + ηCE (1.1)

, with MSL the mean sea level, ηtide the high tide water level and ηCE the water level fluctuations
due to climate extremes (waves set up and storm surge by wind)

The frequency of ESLs to occur is expressed as the return period. For example, a commonly used
water level in coastal flood hazard assessment is the 1-in-100-year water level (ESL100) which means
that this water level has a return period of 100 years. The global average ESL100 progressively
increases with time and GHG-forcing. Previously performed research by Vousdoukas et al. (2018c)
on the extreme sea level projections showed a very likely increase (5-95th percentile) of the global
average ESL100 with 14-34 cm under RCP4.5 (Relative Concentration Pathways (IPCC, 2014b))
and 24-41 cm under RCP8.5. At the end of the 21st century the increase is expected to be 34-76
cm under RCP4.5 and 58-172 cm under RCP8.5. These values are not spatially homogeneous, but
vary considerably on regional scales (Vousdoukas et al., 2018c).

1.1.3 Global coastal hazard modelling
In this chapter, the current modelling practices, the typical model outcomes and the inherent
limitations, uncertainties and bias are described. The chapter ends with inundation modelling
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CHAPTER 1. INTRODUCTION

techniques and a brief comparison between the static Bathtub approach and the dynamic, process-
based, reduced complexity LISFLOOD-AC model, which is part of the LISFLOOD-FP model by
Bates and De Roo (2000).

Current practice

To assess the global coastal flood hazard, firstly the extreme water levels should be determined
for several return periods. The corresponding flood hazard then transports onto the shore and
when protection levels are not sufficient, it propagates landwards. The resulting flood extent with
inundation depth will potentially cause severe damage and will be a threat to people in the flood-
prone area. A schematic overview of the methodological approach to estimate the coastal flood
hazard is presented in Figure 1.3.

Figure 1.3: Schematic overview of the methodological approach, adapted from (Kirezci et al., 2020).
With TWL being the Total Water Level, consisting of tides, storm surge and wave setup. EVA,
Extreme Value Analysis, is performed to determine historical extreme sea levels (ESLs) based on
the historical TWL time series. To come to future ESLs a component representing Relative Sea
Level Rise (RSLR) is included. Since this study focuses on the baseline period and the inundated
area, the future scenarios, population and assets exposed are shown in dashed boxes.

The current practice for the first three CFR components, up to inundated area, will be described
in detail in the following subsections.

CFR component 1
To assess the global coastal flood hazard, the water level that causes the flood hazard (i.e. the for-
cing water level) needs to be distinguished. This forcing water level consists of several components,
together characterizing the extreme sea level (ESL). As presented in section 1.1.2 the mean sea
level (MSL), mean high tide and storm surge all contribute to this ESL. To establish a historical
time series of the extreme sea level (ESL(t)), historical high frequency tide gauge records are used.
Furthermore, at ungauged locations model simulations based on climate reanalysis (e.g. ERA5)
and climate simulations (e.g. CORDEX) can be applied (Hinkel et al., 2021). In the study by
Paprotny et al. (2016), the Delft3D model by Deltares is used to calculate surges, which uses the
depth-averaged shallow water equations (Deltares, 2014). Together with satellite altimetry data
for the MSL and the mean high tide from e.g. TPXO8 model (Egbert et al., 1994), the total water
level time series is set up. To calculate return periods for extreme water levels, extreme value
analysis is performed. To do so, a probability distribution is fitted to the simulated time series,
which makes use of the annual maxima or the Peaks over Threshold approach (Paprotny et al.,
2019). After establishing the simulated total water level time series, validation is performed by
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comparison with global tide gauge data. However, due to climate related processes, future extreme
sea levels will be different than these from the past. Therefore, a component characterizing relative
sea level rise is included next to expected changes in storm surge and wave patterns.

The steps to come to the extreme sea levels for the considered return periods are as follows:

1. Establishment of total water level time series by determining MSL, surge and tide components
from satelite altimetry observations and model simulations respectively.

2. Fitting a probability distribution to water levels from the model simulations for all time
periods. Extreme value analysis is performed to obtain statistical estimates of extremes. A
probability distribution can be fitted to annual maxima to obtain return periods. Another
method is to use all storm peaks above a specified threshold (the Peaks over Threshold
approach) (Paprotny et al., 2019).

3. Validation of the simulated TWL time series is performed through comparison with global
tide gauge data (Paprotny et al., 2019).

4. To obtain future projections of extreme sea levels, the relative sea level rise is included. This
can be integrated with a stationary and a non-stationary approach. The stationary approach
(also known as mean sea level offset) just adds a component for RSLR to the historical
values (present-day extreme sea level). The magnitude of RSLR differs per RCP of the
IPCC and shows regional variability. The non-stationary (or dynamic) approach makes use
of hydrodynamic and/or wave models forced with global climate model derived atmospheric
fields. Changes in tidal, storm surge and wave distribution are then combined with RSLR
projections to obtain future ESLs (Fox-Kemper et al., 2021).

CFR component 2
The flood hazard resulting from the extreme water levels determined under CFR component 1
propagates onto the shore and the floodplains where it interacts with natural (e.g. dunes) and
artificial (e.g. dikes) defences.

The current practice is to divide the total coastline of interest in discrete coastal segments. (Kirezci
et al., 2020; Paprotny et al., 2016; Vafeidis et al., 2008; Vousdoukas et al., 2016). The spatial ex-
tent in large-scale coastal flood hazard assessment does not allow running simulations for the entire
domain so far (Vousdoukas et al., 2016). The division in segments can be uniform over the total
shoreline (Vousdoukas et al., 2016) or of variable length (Vafeidis et al., 2008). Vafeidis et al.
(2008) used a segmentation model that defines segments with more or less uniform values along
their length. This can be based on longshore variation of various parameters related to coastal
geomorphology, population density and administrative boundaries.

For the assessment of the interaction with natural and artificial defences, protection levels of the
coastal segments are required. The availability of information about flood protection standards
can significantly impact the model results (Paprotny et al., 2019). The protection standards are
commonly implemented as nominal protection levels in terms of return periods (Scussolini et al.,
2016) or as heights above mean sea level, linking return periods with ESLs including tides (Vous-
doukas et al., 2016). In the former case, the standards are either design levels of actual defences,
legal requirements in a given area or estimates based on expected annual damages (Paprotny et al.,
2019; Tiggeloven et al., 2020). However, in multiple studies the presence of coastal protection is
not included in the analysis (Jongman et al., 2012; Kirezci et al., 2020; Muis et al., 2016).

CFR component 3
In case natural or artificial coastal boundaries are exceeded by the extreme sea level, the corres-
ponding flood hazard will propagate further inland. How the flood hazard propagates inward in a
simulation depends on the modelling type. However, in all cases a digital elevation model (DEM)
is required as a basis for elevation of the hinterland. The accuracy of the DEM can have significant
impact in the results of the assessment (Hinkel et al., 2021; Paprotny et al., 2019; Vousdoukas
et al., 2018a; Vousdoukas et al., 2016). For the propagation of the flood hazard inward, both the
static Bathtub approach as well as process-based hydrodynamic modelling approach can be applied.
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Typical model outcomes

The results gathered through the use of coastal inundation models are typically on the character-
istics of the flood extent such as flooded area and inundation depth.

One of the main outcomes of coastal inundation models is the flood extent. This can be presented as
a total flooded area in km2 over the complete spatial domain as an area per country (Vousdoukas
et al., 2016). Furthermore, normalization per coastline length can be performed to present the
flooded area per unit length of coastline (Kirezci et al., 2020).

Assumptions, uncertainties and limitations

Large-scale coastal flood hazard assessments are available to a limited extent and contain sev-
eral underlying assumptions, uncertainties and limitations. Within previously performed research,
these are inventoried and their effects on the model outcomes are studied. In general, the assess-
ments are based on lower-resolution DEMs and exposure data. Next to that, the hydrology and
hydraulics, as well as flood damage processes are abstract conceptualizations of physical processes.
The relative contribution of uncertainty factors is site specific and not generally valid. The data
available and methods used also play a role in this (Vousdoukas et al., 2018a). However, even
when high quality data is available, a trade-off between data resolution used, model complexity
and computational power is necessary at present (Vousdoukas et al., 2016). In this section, the
most important assumptions, uncertainties and limitations are described in detail.

1. Data scarcity
In general, data scarcity forms a generic problem for global scale coastal analysis. This includes the
resolution, coverage parameter availability and data sources (Vafeidis et al., 2008). Since the ac-
curacy of broad-scale assessments is impacted by these data sources, development of these systems
continues. Appropriate and reliable information forms an important part in this (Vafeidis et al.,
2008). Furthermore, the data should be well organised, planned and in coherent coastal databases
to be useful. Vafeidis et al. (2008) named the following commonly encountered limitations:

1. Different data formats;
2. Incompatible projections between datasets;
3. High costs for integrating nondigital datasets;
4. Lack of metadata;
5. Incomplete spatial coverage (Vafeidis et al., 2008).

These commonly encountered limitations arise in different types of data used in coastal hazard
assessments, such as elevation data and flood protection data.

2. DEM resolution
The used digital elevation model (DEM) is crucial for inundation modelling. Sub 10 meter res-
olution Lidar data is recommended for reliable results (Vousdoukas et al., 2016). However, such
datasets are not commonly available on larger scales and such resolution is furthermore too com-
putationally expensive. Multiple sources name the resolution of the DEM as one of the main
underlying uncertainties and limitations in global coastal flood hazard modelling, irrespective of
the type of inundation model applied (Hinkel et al., 2021; Paprotny et al., 2019; Vousdoukas et al.,
2018a; Vousdoukas et al., 2016). Global DEMs affect the quality of large-scale assessments by
(Vousdoukas et al., 2018a):

1. Simplifying the terrain relief;
2. Adding systematic bias;
3. Not resolving natural or artificial coastal protection elements (Vousdoukas et al., 2018a).

However, even if the DEMs were of better quality, the previously mentioned trade-off between
DEM resolution and computational costs remains. Vousdoukas et al. (2018a) stated that the com-
putational cost of the analysis increases exponentially with DEM resolution.

3. Protection levels
Another major uncertainty within large-scale coastal flood hazard assessments arises from protec-
tion levels and human adaptation (Hinkel et al., 2021; Paprotny et al., 2019; Vousdoukas et al.,
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2018a). For the baseline (current) scenarios, this is mainly due to scarcity of detailed informa-
tion about flood protection. Detailed information (e.g. dimensions and condition) about natural
(dunes, cliffs, beaches) and artificial (sea walls, dikes) coastlines is commonly only available from
local studies (Paprotny et al., 2019). Information such as their nominal protection level, probabil-
ity of failure and maintenance level are not systematically available at large spatial scales (Hinkel
et al., 2021). On larger scales, efforts are taking place for coastal regions (e.g. the FLOPROS
database by (Scussolini et al., 2016) as well, although it remains sparse and heterogeneous (Vous-
doukas et al., 2018a). As Vousdoukas et al. (2018a) stated, existing datasets suffer from multiple
sources of errors, such as:

1. The fact that protection standards are often reported as return periods and conversion in
ESLs can include artefacts, among others, from the components considered, the extreme
value analysis, and model errors (Vousdoukas et al., 2018c);

2. Most datasets provide one value for extensive regions covering several kilometers along which
protection levels can vary substantially;

3. There is no centralized system to collect and update information on available coastal pro-
tection in most countries, not to mention at continental or global scale. (Vousdoukas et al.,
2018a)

In some studies, protection standards are not included in the analysis. This could lead to bias of
up to a factor 1300 in the year 2100 (Hinkel et al., 2021). Next to that, it is misleading since it
is known that extensive defence systems exist, especially in developed and well populated coastal
locations around the world (Oppenheimer & Glavovic, 2019). Furthermore, just using a nominal
protection level also has some pitfalls. This includes e.g. that only overtopping of flood protection
is taken into account. Besides, coastal segments are not completely independent from each other
i.e. if one segment fails, multiple sections of the hinterland can be inundated (Hinkel et al., 2021).
Large-scale coastal flood hazard assessments so far have either (Hinkel et al., 2021):

1. Focused on flood exposure and ignored coastal protection (Hanson et al., 2011);
2. Only considered overflow but not breaching (Vousdoukas et al., 2018b);
3. Only considered breaching assuming that once an ESL exceeds defense heights, defenses

breach and fail completely (Diaz, 2016; Hinkel et al., 2014; Lincke & Hinkel, 2018; Tamura
et al., 2019), or a combination of the latter two (Hallegatte et al., 2013; Hinkel et al., 2021).

4. Extreme sea levels
The extreme sea levels (ESLs) used within coastal flood hazard assessments differ per study. The
components contributing to this ESL, are mentioned in section 1.1.2. Some of the main improve-
ments in the extreme sea levels included in coastal flood hazard assessments include (Vousdoukas
et al., 2016):

1. Considering the contribution of wave run-up to the TWLs (Perini et al., 2016; Serafin &
Ruggiero, 2014);

2. Applying a multivariate approach for the extreme value statistics (Corbella & Stretch, 2013;
Gouldby et al., 2014; Hawkes et al., 2002);

3. Taking into account all the wave-related processes contributing to coastal flooding (i.e.,
erosion, overwash and breaching (Matias et al., 2008; McCall et al., 2010; Vousdoukas et
al., 2016).

Vousdoukas et al. (2016) studied the impact on the coastal flood hazard of including waves to the
ESLs. Results showed that, omitting wave contribution resulted in a 60% underestimation of the
flooded area when using the LISFLOOD-AC inundation approach. However, the wave setup only
contributed for 5% to the global area inundated by 2100 while using a planar Bathtub approach
(Kirezci et al., 2020). Furthermore, uncertainty arises from the interaction between mean sea-
levels, storm surges, tides and waves (Hinkel et al., 2021; Vousdoukas et al., 2018a). Related to the
forcing water level, part of the inaccuracy in large-scale assessments might stem from neglecting
the influence of river discharge (Paprotny et al., 2019).

Related to the components contributing to the total water level, is the uncertainty due to the
extreme value analysis (EVA) method applied (Mentaschi et al., 2016; Wahl et al., 2017). For
future coastal flood hazard assessments, forcing water levels with a return period of e.g. 100 or
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1000 years are used. However, statistical extrapolation of the data has to be applied since no data
is available for such time frames. This results in large confidence limits of the estimates. The type
of extreme value analysis can have a major impact in the estimates of the extremes (Kirezci et al.,
2020).

5. Future development
While present uncertainties are already influencing the coastal flood risk assessment, future de-
velopments will further increase the uncertainties. This relates to socioeconimic development,
climate change and sea level rise, future exposure and adaptation scenarios. Population growth,
urbanization, land use change and coastward migration all have an impact on the exposure and
vulnerability to coastal flood risk. Furthermore, technological developments in e.g. early warning
systems, health care and building resistance have an impact on the future vulnerability of societies
to coastal flood risk (Hinkel et al., 2021). Differences in climate scenarios (e.g. RCP4.5 vs RCP8.5)
can be very large. It is even possible that opposite trends are indicated (Paprotny et al., 2019).
Related to this, differences in the expected greenhouse gas emissions and corresponding climate
change projections increase the uncertainty in the future coastal flood risk assessment (Hinkel et
al., 2021; Vousdoukas et al., 2018a).

6. Inundation modelling techniques
Several types of inundation modelling techniques have been applied in previously performed large-
scale coastal flood hazard assessments. Within these modelling techniques, the most characteristic
difference is between static and dynamic models. However, both have inherent limitations and
uncertainties. On local scales, process-based (dynamical) inundation models are generally applied,
but on larger scales these models are too computationally expensive and require high resolution
topographic data. The computationally efficient static models can overestimate the potential flood
extent, within local studies, by a factor 0.5-2 in flatter terrains, when overtopping is the main
flooding process involved (Breilh et al., 2013; Gallien, 2016; Ramirez et al., 2016; Seenath et al.,
2016). However, at large scale the limitations of the static approach are hardly assessed (Hinkel
et al., 2021). Vousdoukas et al. (2016) performed a large scale comparison study between a static
(Bathtub) approach and a process-based dynamic (LISFLOOD-AC) model at European scale and
results showed that the static approach estimates the flood extent with a factor 1.56 larger than
the dynamic model for the whole of Europe. However, the dynamic models do not necessarily
provide better results. These models need to be calibrated to regional circumstances, which is not
straightforward in broad scale studies (Hinkel et al., 2021).

Inundation modelling techniques

As Hinkel et al. (2021) stated: "The propagation of mean and extreme sea-levels into the hinterland
causing coastal flooding is shaped by how sea levels interact with the coastal profile including the
natural (e.g., dunes) and artificial (e.g., dikes, seawalls) flood barriers in place." To simulate this
interaction, several inundation modelling techniques can be applied. These range from simple,
static approaches to complete physically process-based models. However, on a global scale a trade-
off between model complexity and resolution with computational intensity is required (Hinkel et
al., 2021). Therefore, intermediate approaches have been developed.

Vousdoukas et al. (2016) investigated the developments in large scale coastal flood mapping and
identified the so-far applied approaches. The intermediate solutions differ in the way they account
for mass conservation (Breilh et al., 2013), aspects of flooding hydrodynamics (Dottori et al., 2018)
or the presence of obstacles (Perini et al., 2016; Sekovski et al., 2015). Furthermore, Bates et al.
(2010) developed a dynamic, reduced complexity model LISFLOOD-FP, originally developed for
river flow processes. Although it was originally developed for river flow processes, its application in
coastal assessment, referred to as LISFLOOD-AC, is proven to be reliable as well. Also on larger
scales, their potential application to coastal flooding is promising (Vousdoukas et al., 2016).
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1.2 Problem statement

The process-based numerical model LISFLOOD-AC used for coastal flood inundation estimates
on a global scale is a relatively computationally expensive model. The commonly used Bathtub
approach does not have this limitation, although this model can overestimate the flood magnitude
(Vousdoukas et al., 2016). Therefore, rigorous assessment of the additional error being made in
the assessment of coastal flood hazard by using this latter, simplified approach, is required. With
this assessment, it can be investigated whether the computational time of models can be reduced
without compromising on quality of results.

Currently, the assessment of coastal flood hazard beyond regional and national scales is scarce
(Paprotny et al., 2019; Vousdoukas et al., 2018a; Vousdoukas et al., 2016). Besides, the existing
large scale assessments are based on the static (Bathtub) approach (Hinkel et al., 2014; Hinkel
et al., 2010). The underlying uncertainty, structural limitations and scaling effects are rather
unknown (Vousdoukas et al., 2018a). Simultaneously, a significant increase in coastal flood hazard
is expected due to changes in storm patterns and sea level rise (Church & Gregory, 2019; Forzieri
et al., 2016). For these reasons, coastal flood risk assessment at a large scale is needed, taking into
account climate- and socioeconomic changes.

1.3 Scope

During the research project the spatial focus is on the global domain. More specifically, the entire
stretch of coastline around the world is under study. Within this spatial scope, the inundation
models give results as a magnitude of flooding which contains its landward extent and its inunda-
tion depth for different return periods of extreme sea levels.

The large scale coastal flood hazard assessments will help policy makers and engineers in decision
making to develop adaptive strategies for reduction of coastal flood risk (Scussolini et al., 2016).
Within this research project two global coastal flooding models will be assessed and compared; the
static Bathtub approach and the process-based LISFLOOD-AC model. Comparing both models
for the baseline period 1980-2014 is the main priority during this research project. Identifying
differences in estimated flood extent is the main task in achieving this goal.

1.4 Objective and research questions

The objective of this study is to investigate global inundation estimations from the Bathtub ap-
proach, and to critically compare the approach and results to the outcomes of the more detailed,
global scale process-based model LISFLOOD-AC.

Of first priority is the investigation of differences in flood extent and the identification of why these
arise. In this, the focus will be based on the baseline model results.

Eventually, this research project will help in extending and producing knowledge of the limita-
tions, uncertainties and applicability of global coastal flooding models. Hereby taking into account
a compromise between model complexity, data requirements vs. availability and constraints in
computational power (Vousdoukas et al., 2016).

To achieve the objective of the research, the main research question is structured as follows:

How does the Bathtub modelling approach compare to the LISFLOOD-AC model in terms of
applicability to global scale coastal flood hazard estimation?
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To answer the main research question it is split up in three subquestions.

1. How does the Bathtub approach compare to the LISFLOOD-AC model in estimations of the
flood extent based on administrative boundaries?

2. What are the differences in estimated flood extent based on different coastal typologies and
why are these observed?

3. What are the differences in estimated flood extent based on different coastal terrain types
and why are these observed?

1.5 Thesis outline

The structure of this thesis is as follows: First a literature review is presented to provide essential
background information on the topic of coastal flood risk assessment and modelling, thereafter
the model set up of the two models under study are outlined, subsequently the methodology
adopted to answer the research questions is described. In chapter 4 the results are presented
for the subquestions. Based on the preceding chapters, a discussion and conclusion are finally
established.
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2 | Coastal flooding models under study

Although the Bathtub approach and the LISFLOOD-AC model are not build and run during this
research project, their set up and the input data used are of importance for the context of the
model results. In this chapter, both modeling approaches are outlined in detail and the input data
used is presented. The first part describes the two modelling approaches after which the focus is
on the model set-up and input data in this research project. The chapter ends with a comparison
of the two methods.

2.1 Bathtub approach

The static Bathtub approach is a commonly applied, simple method to assess the coastal flood
hazard. In this approach, the coastal zone is represented as a ’bathtub’ i.e. all areas with elevation
lower than the forcing water level will be inundated if they are hydraulically connected with the
sea (Paprotny et al., 2019; Vousdoukas et al., 2018a). The different applications of the Bathtub
approach are displayed in Figure 2.1. The one applied in this study is the application that considers
adjacent as well as diagonally, hydraulically connected cells (8-connected). In other words, a cell
would be flooded if it is below the extreme sea level and connected to an adjacent or diagonal
flooded cell or open water (Poulter & Halpin, 2008). The inundation depth is then computed as
the difference between the land elevation of the cell and the forcing water level (Vousdoukas et al.,
2018a). This static approach is the simplest applicable method and comes with relatively low
computational costs and can be applied in a GIS (Geographic Information System) environment
(Seenath et al., 2016).

Figure 2.1: Different Bathtub approaches. In a) no hydraulic connectivity is considered, in b)
hydraulic connectivity is considered for adjacent cells (4-side connectivity) and in c) also hydraulic
connectivity of diagonal cells is considered (8-side connectivity). From Yunus et al. (2016).

2.2 LISFLOOD-AC model

The reduced complexity model LISFLOOD-AC is part of the LISFLOOD-FP model by Bates and
De Roo (2000). This LISLFOOD-FP model was originally developed to analyse river flooding and
consists of a 1-dimensional kinematic wave approximation for channel flow and a two-dimensional
diffusion wave representation of floodplain flow. To lower the computational costs whereby making
flood hazard assessment on larger scales possible, the LISFLOOD-AC model has been developed
by Bates et al. (2010). The LISFLOOD-AC model has a 1-dimensional inertial (so advection
is not considered) model where x and y directions are decoupled. These decoupled directions are

Page | 13



CHAPTER 2. COASTAL FLOODING MODELS UNDER STUDY

then combined to represent a 2-dimensional simulation over a raster grid (Vousdoukas et al., 2016).

The LISFLOOD-AC model makes use of the Shallow Water equations. The derivation of the gov-
erning equations therefore starts with the momentum equation from the one-dimensional Shallow
Water (or Saint-Venant) equations:

∂Q

∂t︸︷︷︸
acceleration

+
∂

∂x

[
Q2

A

]
︸ ︷︷ ︸
advection

+
gA∂(h+ z)

∂x︸ ︷︷ ︸
water slope

+
gn2Q2

R4/3A︸ ︷︷ ︸
friction slope

= 0 (2.1)

, where Q is the discharge, A is the flow cross section area, g is the acceleration due to gravity, h is
the flow depth, z is the bed elevation, n is the Manning’s friction coefficient and R is the hydraulic
radius.

The flows advection is relatively unimportant for many floodplains (Hunter et al., 2007). Since
the advection (convective acceleration) terms are therefore negligible compared to the other terms,
advection is not considered. Furthermore, in the derivation a rectangular channel is assumed and
the hydraulic radius is approximated by the flow depth (applicable for wide, shallow flows). This
ends up in the following equations, decoupled in x- and y-direction:

∂qx
∂t

+ gh
∂(h+ z)

∂x
+

gn2||q||qx
h7/3

= 0 (2.2)

∂qy
∂t

+ gh
∂(h+ z)

∂y
+

gn2||q||qy
h7/3

= 0 (2.3)

, where q represents the flow per unit width.

Furthermore, a continuity equation, in the form of a mass-balance, is included in the model (equa-
tion 2.4). This relates flow into a cell and its change in volume.

∂h

∂t
+

∂qx
∂x

+
∂qy
∂y

= 0 (2.4)

The potential flooding area is discretized as a fine spatial resolution regular grid. Each cell on
the grid then represents a storage area for which the mass balance (represented by the continuity
equation) is updated at every time step. This mass balance is updated according to the fluxes of
water into and out of each cell.
Numerical stability for the shallow wave propagation represented in LISFLOOD-AC is dependent
on the Courant-Freidrichs-Lewy condition. Therefore, the LISFLOOD-AC model is able to run at
bigger time steps, since the stable time step (for numerical stability) scales with 1/∆x instead of
(1/∆x)2 applicable to diffusive storage cell models like LISFLOOD-FP (Bates et al., 2010).
The maximum stable time steps for diffusive storage cell models decreases rapidly with resolution
due to the squared grid resolution divided by four (Hunter et al., 2005), as can be seen in equation
2.5.

∆t =
∆x2

4

(
2n

(ht
flow)

5/3

∣∣∣∣∆(ht + z)

∆x

∣∣∣∣1/2
)

(2.5)

, where ∆x is the cell size, hflow is the depth between cells through which water can flow, h is the
cell water depth and n is Manning’s roughness coefficient.

To have a stable model at longer time steps, a full shallow water model (e.g. Mignot et al.
(2006)) has potential. However, this will require more computational effort per time step (Neal et
al., 2011). Therefore, Bates et al. (2010) developed an intermediate solution: the LISFLOOD-AC
model. The diffusion and inertial terms of the 1-dimensional shallow water equation are considered
in this approach. In this way, the stable time step can be increased while the additional physical
representation is minimized. This 1-dimensional equation is solved for both the decoupled x and y
direction on every face of a 2-dimensional grid cell, which provides a 2-dimensional solution. The
maximum time step to ensure numerical stability for this model is presented by equation 2.6:
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∆tmax = α
∆x√
ght

(2.6)

, where α is a stability coefficient that ranges from 0.2 to 0.7 for most floodplains and g is the
acceleration due to gravity.

At every time step, the mass balance is updated through the use of the continuity equation (Bates
& De Roo, 2000):

ht+∆t
i,j = ht

i,j +∆t
Qt

xi,j−1 −Qt
xi,j +Qt

yi,j−1 −Qt
yi,j

∆x2
(2.7)

, where Q is the flow between cells, calculated at the cell faces using a centred difference scheme
decoupled in x or y directions, h is the water depth at the centre of each cell and ∆x is the cell
width, while i and j are cell spatial indices.

Since the LISLFOOD-AC formulation only makes use of the inertial terms of the shallow water
equation, the calculation of the flux between cells includes the flux from the previous time step
and a term for acceleration due to gravity. This gives equation 2.8

Qt =
qt − ght

flow∆t∆(ht+z)
∆x(

1 + ght
flow∆tn2 |qt−∆t| /

(
ht
flow

)10/3)∆x (2.8)

, where z is the bed elevation, n is Manning’s roughness coefficient and hflow is the depth between
cells through which water can flow.

Overall, the LISFLOOD-AC model is a less computationally expensive model compared to full
shallow-water models (like Mignot et al. (2006)), while providing results of similar accuracy com-
pared to more complex models, both in terms of flow velocity and water depths (Neal et al., 2011).

2.3 Model set up and input data

In this section the structure of the models applied as well as the input data used in the simulations is
addressed. This overlaps to a large extent for the Bathtub approach and the LISFLOOD-AC model.
However, for the application of the LISFLOOD-AC model, additional input is required compared
to the Bathtub approach. This is a result of the more complex nature of the LISFLOOD-AC
model.

2.3.1 Spatial domain and coastal segments
The spatial domain of this study involves the entire stretch of coastline around the World. Model
results of both the Bathtub approach and the LISLFLOOD-AC model are made available between
-180 to 180 degrees longitude and -60 to 80 degrees latitude. Antarctica and Greenland are not
included in the model results.
Since both models are run on a global scale, discretization into coastal segments is necessary for
computational reasons. Therefore, the entire global coastline was split up in coastal segments of
100 km. However, the exact length of each segment depends somewhat on the resolution of the
coastline. For all these segments, an inland extent of 100 kilometers is considered in the model
runs.

2.3.2 Model scenarios
The scenarios run are determined by the different ESLs from the baseline (1980-2014) reference
period, resulting in six different model scenarios (Table 2.1). These will be referred to as ’baseline
return periods’ since ’scenarios’ might induce confusion with climate change scenarios.
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Table 2.1: The six different model scenarios included, referred to as baseline return periods. These
are determined by the different ESLs from the baseline reference period 1980-2014.

Return period [yr]
Reference period Baseline period (1980-2014)

5 Baseline 5-year event
10 Baseline 10-year event
20 Baseline 20-year event
50 Baseline 50-year event
100 Baseline 100-year event
200 Baseline 200-year event

2.3.3 Extreme sea levels
A complete description of how the extreme sea levels (ESLs) are established is presented in Vous-
doukas et al. (2018c). The most important aspects are briefly described in this paragraph. The
ESLs used in the global flooding simulations are estimated for points every 100 kilometer along
the coastline. These ESLs consist of a tidal, storm surge and wave setup component.

ESL = MSL+ ηtide + ηCE (2.9)

, with MSL the mean sea level, ηtide the high tide water level and ηCE the water level fluctuations
due to climate extremes (waves set up and storm surge by wind)

To assign an ESL estimate for every source point, a global dataset for extreme sea levels is es-
tablished. For the tidal component of the ESL, time series of tidal elevation were gathered from
the FES2014 model of Aviso, France. Furthermore, for the storm surge component a hindcast
run with Delft3D-Flow is applied for extreme storm surge levels, with atmospheric pressure and
wind fields. These wind fields were obtained from time series of significant wave height from the
ERA-interim database. Time series of the significant wave height have been established using the
third generation spectral wave model WW3. The contribution of the storm surge and significant
wave height to the ESLs is determined with the following equation:

ηW−SS = SSL+ 0.2Ḣs (2.10)

, with Hs the offshore significant wave height.

This 0.2 times the significant wave height is considered to be a reasonable approximation of the
wave setup. With wave setup being the water level elevation due to wave shoaling and breaking
of waves near the coast (US Army Corps of Engineers, 2002).

The ESLs used within the two models differ since the LISFLOOD-AC model contains a temporal
component while the Bathtub approach does not. This time-dependent component of the ESL is
defined by performing a Monte-Carlo analysis for high tides. In this analysis, probability density
functions (PDFs) for sea level rise, storm surge contribution and wave set up are included. Simil-
arly, the tidal component has its own PDF corresponding to a spring tide, neap tide or something
in between. These PDFs all express an uncertainty. With the Monte Carlo simulations, a synthetic
triangular hydrograph is established. Subsequently, all source points along the coastline have a
storm event at the same moment. This estimate event is fitted as a duration of the peak of the
storm at ESL at each location.

An example map of the global median present-day 100-year ESL is presented in Figure 2.2.
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Figure 2.2: Global median present-day 100-year ESL, from Vousdoukas et al. (2018c).

2.3.4 Digital elevation model
For the estimation of the coastal flooding, both the Bathtub approach and the LISFLOOD-AC
model require an elevation model. In both computations, a DEM by Copernicus is used. This
digital elevation model represents the Earth’s surface, including buildings, infrastructure and ve-
getation (AIRBUS, 2020). The GLO-90 DEM is the instance which is used in both models,
containing a 90m resolution and a global geographical extent.

2.3.5 Flood protection data
Through a collaboration between IHE Delft Institute for Water Education and the JRC of the
European Commission, protection standards for the World’s coastline have been established. The
protection standards are represented as nominal protection levels in terms of return periods. These
protection standards are estimated based on urbanization, population density and the presence of
ports and airports, combined with income classes. The range of possible protection standards is
set from once per year to 1-in-100 years. An overview of the corresponding protection standards
is presented in Table 2.2. When two conditions are satisfied, the maximum return period is used.

Table 2.2: Protection standard per criterion and income class.

Income class (GDP per capita [USD/year])
Criterion 0-1000 1000-4000 4000-12000 12000-40000 40000>
Urbanization: 10% artificial land or popDensity>500 people/km2 1 2 5 10 30
Large Port 10 10 10 50 50
Small port 2 2 10 10 10
Airport 2 5 10 30 100

However, the values from the table are overwritten for Belgium, China, the Netherlands and the
USA since detailed datasets of protection levels for these regions were available. Thus the range
of protection levels adopted in this study spans between 1-10000 year return periods.

The required data for the criteria are established as follows:

• The income classes used, were gathered from the World Bank classification (‘New World
Bank country classifications by income level: 2020-2021’, n.d.). Although an extra class of
GDPcapita>40000 USD/year is included;

• Small and large ports were established from WFPGeoNode (‘Global Ports — WFP GeoNode’,
n.d.) and from The Humanitarian Data Exchange (‘Global ports (WFP SDI-T - Logistics
Database) - Humanitarian Data Exchange’, n.d.);

• The airport data was gathered from The World Bank (‘Global Airports | Development Data
Hub’, n.d.) and from Partrow (‘The Global Airport Database - By Arash Partow’, n.d.);
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• The global land use data, used for urbanization information, is established from a dataset by
the European Space Agency (‘ESA Data User Element’, n.d.);

• Global gridded population data was gathered from the Socioeconomic Data and Application
Center (SEDAC) of NASA (‘Data » Gridded Population of the World (GPW), v4 | SEDAC’,
n.d.);

• Global gridded Gross Domestic Product (GDP) data was established from (Kummu et al.,
2018).

Overall, the collaboration between IHE and the JRC resulted in a dataset for protection level
standards along the World’s coastline in which available protection standard data was combined
with criterion based protection standards. A total of 38127 protection level points (for longitude
and latitude values) are present in the dataset (Figure 2.3).

The protection levels are included in both models by not allowing any inundation if the return
period of the total water level is lower than the flood protection level for a specific coastal segment.

Figure 2.3: Global overview of flood protection standards included. With the range of protection
levels spanning between 1-10000 year return periods.

2.3.6 Synthetic hydrograph
Since the LISFLOOD-AC model has a temporal component, the forcing water level changes over
time as well. This is enabled by the integration of a synthetic hydrograph, representing a relation-
ship between the ESL and a time-component. In the LISFLOOD-AC model a triangular synthetic
hydrograph is considered (Figure 2.4).

Figure 2.4: Triangular synthetic hydrograph. With hb being the base (mean) sea level, hp being
the extreme sea level (ESL), Tp being the time to ESL and Td the duration of the hydrograph.
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2.3.7 Hydraulic roughness values
In the LISFLOOD-AC model, the flood propagation over land is influenced by the surface rough-
ness. To integrate this in the model, hydraulic roughness values are established from the GlobCover
2009 from ESA (the European Space Agency) (Bontemps et al., 2011). This land cover map con-
tains 22 land cover classes on a global geographical extent. These classes are equal to the classess
defined by the Land Cover Classification System (LCCS) of the United Nations (UN). The land
use classes of GlobCover have been derived by an automatic and regionally-tuend classifciation of
a time series of global MERIS FR mosaics (‘ESA Data User Element’, n.d.). A conversion table is
used to couple the land cover classes to a specific Manning’s roughness value, which is used in the
LISFLOOD-AC computation.

2.4 Comparison of both modelling approaches

The characteristics of the Bathtub approach and the LISFLOOD-AC model are different to a large
extent. Where the Bathtub approach is static, without a temporal component and not including
physical processes, the LISFLOOD-AC model is dynamic and physically based. This makes the
Bathtub approach more simple to apply and simultaneously providing results faster.

Vousdoukas et al. (2016) and Ramirez et al. (2016) compared the Bathtub approach with a dy-
namic approach and both concluded that the static Bathtub approach is overestimating the flood
hazard area, to a degree depending on the type of coast. Vousdoukas et al. (2016) stated that:
"low-lying vicinities of estuaries and deltas are particularly prone to errors compared with steeper
coasts." Flood extents as estimated by the Bathtub approach are about 1.6 times larger than these
from the LISFLOOD-AC model, resulting from the comparison on a European scale by Vousdoukas
et al. (2016).

Although the LISFLOOD-AC model produced more accurate results in prior, restricted research,
the Bathtub approach is still frequently used due to the difference in processing time and complex-
ity of the LISFLOOD-AC model. The ratio of computational time between the LISFLOOD-AC
model and the Bathtub approach is 1 to 10 respectively. The time it takes to run the LISFLOOD-
AC model, including making sure that everything runs properly, is in the order of days.

The LISFLOOD-AC model is less easily applicable due to the difference in complexity and imple-
mentation. While the Bathtub approach can just be run in a GIS environment, the LISFLOOD-AC
model requires Fortran coding. This results in a different set of skills required to be able to run a
simulation using the LISFLOOD-AC model.

2.5 Description of model outcomes

A global dataset with model outcomes from the LISFLOOD-AC model as well as for a Bathtub
modelling approach is used. The reference period 1980-2014 is used as the baseline period in this
study. For this baseline period, six return periods of extreme sea levels are taken into account:
once per 5, 10, 20, 50, 100 and 200 years respectively. This makes a total of 6 scenarios. These
model outcomes are presented by a collaboration from IHE Delft Institute for Water Education and
the JRC. The model outcomes used include the flood extent with a corresponding inundation depth.

The model outcomes for both models are available as tiles (.mat files) that cover 100 kilometer of
shoreline and 100 kilometer inland extent. These tile files are structured as georeferenced arrays,
with cell values representing the floodwater depth in meters. The model results are available for
a geographical extent of -180 to 180 degrees longitude and -60 to 80 degrees latitude. Greenland
and Antarctica are not included in the results. The resolution of the flooding data is equal to the
resolution of the underlying DEM, which is the 90m Copernicus DEM. A total of around 700 tile
files are available for every scenario.
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3 | Methodology

The methodology to gather answers to the research questions presented in section 1.4 is outlined in
this chapter. This includes the description of the data used, data post-processing and the methods
applied.

3.1 Flood data post-processing

The output data of both the Bathtub approach and the LISFLOOD-AC model are post-processed
to be able to determine the flooded area and the fit metrics. A description of the output data of
by both models is presented in Section 2.5. The processing steps are similar for both models and
are outlined in the following paragraphs.

3.1.1 Matlab to GeoTIFF files
The model results are transformed from Matlab tiles to GeoTIFF files to make comparison using
geographical information systems (GIS) possible. This facilitates visualization of the flooded area
estimates and subdivision based on geometrical boundaries. Due to the irregular shape of the
coastline, the model results overlap in some regions. Furthermore, the .mat files are transformed
to GeoTIFF files of 5 by 5 degrees and therefore include multiple .mat files per GeoTIFF file
(Figure 3.1). To come to one GeoTIFF file with the model results for a 5 by 5 degree geographical
extent, the maximum flood depth of overlapping cells is taken. This results in GeoTIFF files of
6001 by 6001 pixels, resulting in a resolution of 8.3∗10−4 degrees, which translates to a resolution
of 90 m at the equator and 55 m at 70 degrees longitude. All files are in the coordinate reference
system EPSG:4326 on the WGS84 reference ellipsoid.

Figure 3.1: Converting flooding results for 100km of shoreline to a 5 by 5 degree GeoTIFF file.
With in pink the GeoTIFF file combining the flooding results per 100km of shoreline as represented
by the blue boxes
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3.1.2 Inundation of surface water
The raw flooding results show inundation of water bodies i.e. inundation of lakes and rivers. To
estimate the flooded area, this inundation of surface water is removed from the data (Figure 3.2).
The Global Surface Water Explorer (GSWE) data from the JRC is used for this (Pekel et al.,
2016). More specifically, the presence of surface water over the period 1984-2020 is used to cut
out the inundation of permanent water bodies. The data present in the GSWE is established from
LandSat satellite imagery and is available in a resolution of 30 meters. To remove permanent water
bodies from the global flooding estimates of the Bathtub approach and the LISFLOOD-AC model,
a threshold of 80% occurrence of water over the period 1984-2020 is applied. This will minimize
the removal of floodplain inundation in the results while making sure that the permanent water
bodies (i.e. lakes and rivers) are removed. This procedure has previously been applied by Aerts
et al. (2020).

The GSWE raster was cut in 5-by-5-degree files using GDAL translate, which is a tool to convert
raster data between different formats (‘GDAL — GDAL documentation’, n.d.). This ensures that
the same extent is present for the GSWE files as the model outcomes. Subsequently, the inundation
of permanent water bodies is removed from the flooding estimates, by reclassifying the occurrence
data to 0 or 1 whether the threshold value of 80% is exceeded or not. This was performed using
the GDAL calc tool, a command line raster calculator. With this tool the value per pixel (the
percentage of occurrence of surface water) is evaluated and changed to 0 if it is equal or higher
than 80% and to 1 if it is lower than 80%. Subsequently, the resolution of the reclassified GSWE
GeoTIFF is set to the same resolution of the model outcomes ( 8.3∗10−4 degrees) using GDAL
warp, an image reprojection tool. Finally, the reclassified GeoTIFF files are multiplied with the
flooding estimates from the Bathtub approach and the LISFLOOD-AC model using gdal calc.
This assures that water bodies are removed from the data by multiplying them with a value of
zero (from the reclassified GeoTIFF).

Figure 3.2: Removing inundation of water bodies by using the GSWE (Global Surface Water
Explorer) reclassified data: Example of a region in China. From left to right: original flooding
data in dark; reclassified GSWE in orange representing surface water with an occurrence of 80%
over the period 1984-2020; and reclassified GSWE cut out of flooding data and therefore removing
surface water from the model output.

3.1.3 Reclassifying and area determination
At first, the GeoTIFF files including the flooding results are reclassified to GeoTIFF files containing
a value of 1 if a cell is flooded and 0 if it s not. This is performed the same way as for the GSWE
reclassification (Section 3.1.2). In this, every cell with a flood depth bigger than zero is classified
as flooded. Furthermore, the flooding results are in the coordinate reference system EPSG:4326
on the WGS84 reference ellipsoid. This reference system is in units of degrees longitude and
latitude. To determine the flood extent in square kilometers, a GeoTIFF file containing the area
per cell is determined for every 5 by 5 degrees longitude and latitude. This is required since the
area of a cell is dependent on latitude. To determine this area, firstly the area to the equator
per latitude value is determined by including Earth’s polar radius, Earth’s eccentricity and the
latitude values per GeoTIFF file. The distances between latitudes is then the difference of the
distances to the equator. Multiplying the distances between latitudes with the distance between
meridians (pixelwidth divided by 360 degrees, making it dimensionless) ultimately gives the area
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per pixel in square meters. This GeoTIFF file containing the area per cell is then multiplied with
the reclassified GeoTIFF file to obtain the flooded area for every flooded cell. Since flooded cells
are given a value of 1 and non-flooded cells a value of 0 in the reclassified GeoTIFF, multiplication
of the reclassified GeoTIFF with the GeoTIFF containing the areas per cell results in only values
of zero for non-flooded cells (Figure 3.3).

Figure 3.3: Steps to come to the flooded area on a pixel level per GeoTIFF file of 5 by 5 degrees
longitude and latitude. From left to right: the reclassified GeoTIFF where a value 1 corresponds to
a flooded cell; the area GeoTIFF containing the area of a cell in m2; and the flooded area GeoTIFF
containing the area of a flooded cell.

3.2 Differences flooded area based on administrative bound-
aries

In this phase, the flooded area estimated by both models is compared based on administrative
boundaries. This comparative assessment is applied on the baseline model results to identify the
largest and smallest differences in estimated flood extent. All baseline return periods, correspond-
ing to the total water levels of the return periods, will be included.

Categorizing based on administrative boundaries is applied as a first order subdivision. In this
way, it can be investigated whether both models estimate a similar global pattern and magnitude
of the flood hazard. Normalizing the flooded area per shoreline length is performed to increase the
comparability of countries with different shoreline lengths. These shoreline lengths are gathered
from the World Resources Institute (Burke et al., 2001). Furthermore, the absolute and factor
difference (Bathtub/LISFLOOD-AC) in estimated flood extent (both absolute [km2] and normal-
ized [km2/km]) between the Bathtub approach and the LISFLOOD-AC model are determined.
Through this categorization, the most and least substantial differences in simulated flood hazard
between the two models can be identified on a spatial basis.

To obtain the flooded area per country on a global scale, the administrative boundaries from
the Database of Global Administrative Areas (GADM) is used (‘GADM’, n.d.). The flooded area
GeoTIFF files are used as input to the GADM boundaries to determine the flood extent per country
on a global scale. This is established by summing up all values in the flooded area GeoTIFF file
and assigning these to the polygon of a specific country (Figure 3.4).
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Figure 3.4: Division of the flooded area based on administrative boundaries from GADM - Example
of the border between Iran and Pakistan. The flooded area is represented by the dark area on the
map, the orange area represents a region of Iran and the green area represents a region of Pakistan
as derived from the GADM database.

Trapezoidal numerical integration

To make comparison between countries and regions possible while including all baseline return
periods, trapezoidal numerical integration is applied (Figure 3.5). This is a method to approximate
the definite integral, which gives the area under the curve. The integration happens in sequence
along the return periods (Eq. 3.1).∫

t

y(t)dt =

∫
t

y(t)
dx

dt

∣∣∣∣
x=x(t)

dt (3.1)

, with y being the FA values in this case and x the probability (1/return period) corresponding to
the y (FA) values.

In this way, for each administrative area a value representing the Estimated Annual Flooded Area
(EAFA) in square kilometers is determined.

Figure 3.5: Trapezoidal numerical integration, applied to every combination of probability (1/re-
turn period) and the corresponding flooded area to determine the Expected Annual Flooded Area
(EAFA).
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Fit metrics

To compare the two flooding models on a country level, the metrics hit ratio, false alarm ratio
and critical success index are applied. In the equations for these metrics, the LISFLOOD-AC
model results are used as the ’observed’ ones, assuming these results to be more accurate based on
previously performed research.

The hit ratio is determined to define the cells for which the Bathtub approach estimates flooding
or not, for cells where the LISFLOOD-AC model simulated flooding. Therefore, this is a metric of
agreement between the two models (Alfieri et al., 2014; Bates & De Roo, 2000).

Hit ratio =
Fm ∩ Fo

Fo
× 100 (3.2)

, where Fm ∩ Fo characterizes the flooded area correctly predicted by the Bathtub approach and
Fo defines the total flooded area as estimated by the LISFLOOD-AC model.

The false alarm ratio defines whether the Bathtub approach estimates flooding in areas where the
LISFLOOD-AC model does not. This is therefore a metric of disagreement (overestimation by the
Bathtub approach) between the two models.

False alarm ratio =
Fm/Fo

Fo
× 100 (3.3)

, where Fm/Fo defines the area for which the Bathtub approach predicts flooding and the
LISFLOOD-AC model does not.

The critical success rate is a metric defining the area correctly predicted by Bathtub as a proportion
to the area for which one or both models predicts flooding (the union).

Critical success index =
Fm ∩ Fo

Fm ∪ Fo
× 100 (3.4)

, where Fm ∪ Fo (the union) characterizes the total area for which one or both models predict
flooding.

These metrics are determined on a country level to determine whether the Bathtub approach
estimates agree with the LISFLOOD-AC model estimates. In this, the hit rate defines if the
Bathtub approach estimates flooding in the same areas as the LISFLOOD-AC model. The false
alarm rate determines the degree of overestimation by the Bathtub approach, compared to the
LISFLOOD-AC model. Finally, the critical success index defines the area correctly predicted by
Bathtub, as a proportion to the combined flooded area of both approaches (the union).

3.3 Differences flooded area per coastal typology

Since the administrative boundaries used in the first phase of the research project are just artificial
man-made boundaries, a comparison of both models based on physiographic features is performed
to argue the usefulness of the two methods. Therefore, differences in estimated flood extent for
varying types of areas are distinguished. In this way, any influence of the physical nature of the
coastline on the accuracy of the models is investigated. All baseline return periods are included
again. Furthermore, the flooded area GeoTIFF files are used again in this phase. To make compar-
ison between the different coastline types possible, the factor difference (Bathtub/LISFLOOD-AC)
is determined as well as the percentage of contribution to the total global difference. Furthermore,
the fit metrics (Hit rate, false alarm rate and critical success index) are determined based on the
coastal typology classes.

A global dataset with information of the physical state of the coastline is required to allocate
the flooded area to a certain shoreline type. An overview by Dürr et al. (2011) containing nine
different coastal types is used. These coastal types are classified based on hydrological, lithological
and morphological criteria. The nine different coastal types are presented in Table 3.1. A brief
description of the coastal typologies and the steps performed to classify them is presented in
Appendix A.1. The classes will be referred to by their name without the number of the typology.
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Table 3.1: Coastal typology classes from Dürr et al. (2011). With FIN_TYP as an ID of the
coastal typology; coastal typology representing the name of the coastal type; the coastline length
per coastal typology in [km]; and the percentage of the coastal typology to the global coastline
length in [%]. *The coastal typologies Large Rivers and Large rivers with tidal deltas together
cover 0.7% of the global coastline length.

FIN_TYP Coastal typology Coastline length [km] Percentage of global coastline [%]
0 Endorheic or Glaciated 24469 5.6
1 Type I Small deltas 131167 30.1
2 Type II Tidal systems 91326 21
3 Type III Lagoons 33286 7.6
4 Type IV Fjords and fjaerds 105657 24.3
5 Non-filter Type Va Large Rivers 1491.949 0.7*
6 Non-filter Type VI Karst 10543 2.4
7 Non-filter Type VII Arheic 35979 8.3
51 Non-filter Type Vb Large Rivers with tidal deltas 1389.056 0.7*

The global distribution of the coastal typology is displayed in Figure 3.6.

Figure 3.6: Global distribution of the coastal typology basins, from Dürr et al. (2011).

3.3.1 Coastal typology database pre-processing
The coastal typology data is available in a resolution of 0.5 degrees longitude and latitude. This
makes that the coastline shows a rough pattern which would results in neglecting parts of the
flooding data when using this shapefile to determine the flooded area. Therefore, the coastal
typology data is combined with the GADM boundary layer. However, due to the difference in
resolution this results in numerous small areas to which no coastal typology class is assigned.
Keeping these areas without a coastline classification would result in a total of 25% of the global
flooded area being assigned to an area with no coastal typology class. To be able to include this
25% in the investigation of the flooded area per typology class, nearest neighbor interpolation is
applied (Figure 3.7).
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Figure 3.7: Applying nearest neighbor interpolation to assign coastal typology classes to areas
which have none after combining the coastal typology data with the GADM data. Left picture
shows the combined layer before and right picture shows the layer after nearest neighbor interpol-
ation was applied.

The shapefile containing the global coastal typologies is cut in 5-by-5 degree files to overlay them
with the flooding results. The flooded area is then computed the same way as the computation of
the flooded area on a country level.

3.4 Differences flooded area per terrain class

Since the terrain of the flood prone area influences the flood propagation, a comparative analysis
between the Bathtub approach and the LISFLOOD-AC model for different terrain classes is applied.
Again, the differences in estimated flood extent between the two models are investigated on a global
scale. A global dataset covering 15 terrain classes, available in a resolution of 280 meters, is used
in this analysis (Iwahashi et al., 2018). A brief description of the terrain classes and the steps
performed to classify them is presented in Appendix A.2. The presence of the terrain classes is
shown in Figure 3.8.

Figure 3.8: Global overview of terrain classification from Iwahashi et al. (2018). Colours in Table
3.2 represent the legend for the figure.

The terrain classification data was created with the use of the multi-error-removed improved-terrain
DEM (MERIT DEM), resulting in a polygon-based dataset. The errors removed include absolute
bias, stripe noise, speckle noise and tree height bias which were corrected with the use of multiple
satellite datasets and filtering techniques (Yamazaki et al., 2017). The three main classification
variables included to establish the terrain classes are the slope gradient, the local convexity and
surface texture. Area segmentation was applied, using the logarithmic value of slope gradient and
the local convexity. Next, surface texture was included by k-means clustering and the resulting
polygons were grouped into 40 clusters. These 40 clusters were compared with Japanese geological
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and geomorphological data to reclassify them into 12 groups with different characteristics. Three
subgroups were added for large shape landforms, mountains and hills based on the combined
texture. This makes a total of 15 terrain groups, present in Table 3.2.

Table 3.2: Global terrain classes from Iwahashi et al. (2018). Colours represent the legend for
Figure 3.8. The 15 terrain classes are represented by an ID in the Terrain group column and a
definition in the Landform pattern column. The classes are subdivisions of the five overview groups
presented in the column Overview. In Typical landforms in Japan some landforms corresponding
to the landform pattern classes are presented which are typically observed in Japan.

Again, differences in estimated flooded area by both models are determined. These are es-
tablished as differences in square kilometers (Bathtub - LISFLOOD-AC), factor differences
(Bathtub/LISFLOOD-AC) and the percentage of contribution to the total global difference. Fur-
thermore, the fit metrics (Hit rate, false alarm rate and critical success index) are determined based
on the terrain classes.

3.4.1 Terrain classes database pre-processing
The database by Iwahashi et al. (2018) is clipped in 5-by-5-degree GeoTIFF files, matching the
extent of the flooding results. This ensures that the flooded area per terrain class can be determined
iterative over all model outcome GeoTIFF files. The terrain classification dataset is available in
a 280 m resolution. Therefore, the terrain classes database is translated into the same resolution
as the flooding data ( 8.3∗10−4 degrees) using GDAL translate. For the calculation of the flooded
area per terrain class, the GeoTIFFS covering the terrain classes are transformed to shapefiles
using the GDAl polygonize tool, which is a command line tool to produce a polygon feature layer
from a raster. Next, these shapefiles are merged with the GADM boundaries to ensure that the
same shoreline position is taken into account as used in the comparison based on administrative
boundaries and coastal typologies. This merge is established by executing an intersection, which
is a type of vector overlay that results in a layer combining the features of both input layers for all
intersecting areas.
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4 | Results

In this chapter the results of the global comparative study of the flood extent estimates by the
Bathtub approach and the LISFLOOD-AC model are presented, arising from the methodology
presented in Chapter 3. This starts with an overview of the flooded area on a country level
both in terms of flooded area [km2] and flooded area normalized by shoreline length [km2/km].
Subsequently, the differences between the two modelling approaches are discussed. The second
part of this chapter presents the estimated flood extent per coastal typology class. The chapter
ends with an overview of the results based on terrain classes.

4.1 Flood extent based on administrative boundaries

4.1.1 Flooded area per country
Based on the administrative boundaries from the GADM database (‘GADM’, n.d.), the flooded
area (FA) per country is established. This FA is determined for all six baseline return periods
summarised in Table 2.1 and for both the Bathtub approach as the LISFLOOD-AC model flooding
results.

The FA per country for all Bathtub approach baseline return periods is presented in Figure 4.1.
The global pattern observed stays relatively uniform, with gradual increases when moving from
lower to higher return periods of ESLs. However, sudden, catastrophic flooding at higher return
periods of ESLs is seen in e.g. the United States. Based on FEMA guidelines for insurance (‘Special
Flood Hazard Area (SFHA) | FEMA.gov’, n.d.), a primary flood protection standard of a 100-year
return period is implemented all around the USA in the models, which causes this sudden increase
in estimated flooded area for an ESL with a return period of 200 years.
However, sudden, catastrophic flooding at higher return periods of ESLs is seen in e.g. the USA.
Based on FEMA guidelines for insurance, a primary flood protection standard of a 100-year return
period is implemented all around the USA, which causes this sudden increase in estimated flooded
area for an ESL with a return period of 200 years.
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Figure 4.1: FA per country for all Bathtub approach baseline return periods. With (a) the estimates
for the 5-year event; (b) the 10-year event; (c) the 20-year event; (d) the 50-year event; (e) the
100-year event; and (f) the 200-year event.

Applying numerical trapezoidal integration (Section 3.2) to the FA values spanning the 5-200 year
baseline return periods provides the Estimated Annual Flooded Area (EAFA). These EAFA values
for the Bathtub approach are presented in Figure 4.2.

Figure 4.2: EAFA per country spanning all Bathtub approach baseline return periods.

From this map it can be observed that the highest EAFA values are estimated for countries in Asia
and Australia. The top five countries with the highest EAFA estimated by the Bathtub approach
for the baseline events are presented in Table 4.1. Four of these five countries are located in Asia.
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Table 4.1: Top five countries with the largest EAFA for the baseline return periods as estimated
by the Bathtub approach.

Country name EAFA [km2/yr]
Australia 10550
China 7093
Indonesia 6056
Myanmar 5673
Vietnam 5623

The FA estimates spanning the 5-200 year baseline return periods as estimated by the LISFLOOD-
AC model are presented in Figure 4.3. From these maps, a similar spatial pattern, with Fa
increasing as ESL increases, can be observed as was established from the Bathtub approach results.
However, the magnitude of estimated FA is generally lower by the LISFLOOD-AC model than that
computed by the Bathtub approach for the same return period. Especially for lower return periods
of ESLs, the estimated flooding by the LISFLOOD-AC model remains low compared to the Bathtub
approach projections. This can be explained by the difference in the forcing ESL in both modelling
approaches. The lower return period ESLs from the triangular synthetic hydrograph used in the
LISFLOOD-AC computation will only exceed the land elevation for a short period of time while
in the Bathtub approach this temporal component is not included. This results in a different
magnitude of potential flood waters, since the available flood volume in the Bathtub approach is
larger than for the LISFLOOD-AC model. The sudden increases in estimated flooded area when
moving to higher return periods of ESLs are observed again for some countries (e.g. USA), as a
result of the effect of the inclusion of flood protection in the models.

Figure 4.3: FA per country for all baseline return periods as estimated by the LISFLOOD-AC
model. With (a) the estimates for the 5-year event; (b) the 10-year event; (c) the 20-year event;
(d) the 50-year event; (e) the 100-year event; and (f) the 200-year event.

The EAFA values as estimated by the LISFLOOD-AC model are shown in Figure 4.4.
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Figure 4.4: EAFA per country spanning all LISFLOOD-AC baseline return periods.

From this EAFA map for LISFLOOD-AC, it is observed that the global pattern is relatively similar
to that estimated by the Bathtub approach, although Canada now stands out more. When looking
at the top five countries with the highest estimated EAFA values (Table 4.2), it is clear that, with
the exception of Canada, all of the countries in the top five are the same as those estimated by the
Bathtub approach.

Table 4.2: Top five countries with the largest EAFA spanning all baseline return periods as estim-
ated by the LISFLOOD-AC model.

Country name EAFA [km2/yr]
Australia 3001
Canada 1468
Myanmar 1081
China 1012
Vietnam 766

4.1.2 Flooded area per country, normalized by shoreline length
The FA per country is normalized by shoreline lengths gathered from the WRI (Burke et al., 2001).
The normalized EAFA values based on all the Bathtub approach baseline return periods are shown
in Figure 4.5. The global pattern is very different to that shown in Figures 4.1 and 4.2.

Figure 4.5: Normalized EAFA spanning all the Bathtub approach baseline return periods.
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One country that has an exceptionally high normalized EAFA is Iraq. With a shoreline length of
105 km and an EAFA of 640.6 km2/yr based on all baseline return periods, a normalized EAFA
of 6.10 km2/km/yr is estimated by the Bathtub approach. The top five countries with the highest
estimated normalized EAFA for the Bathtub approach baseline return periods are presented in
Table 4.3.

Table 4.3: Top five countries with the largest normalized EAFA spanning all baseline return periods
as estimated by the Bathtub approach.

Country name Normalized EAFA [km2/km/yr]
Iraq 6.10
Mauritania 1.28
Senegal 0.85
Bangladesh 0.83
Guyana 0.55

Normalizing the EAFA for all countries by their corresponding shoreline length results in Figure
4.6.

Figure 4.6: Normalized EAFA spanning all LISFLOOD-AC baseline return periods.

The country showing the highest value of normalized EAFA as estimated by the LISFLOOD-AC
model spanning all baseline return periods is Bangladesh, with a value of 0.14 km2/km/yr. The
top five countries for these normalized EAFA values are shown in Table 4.4. This top five has two
countries in common with the top five as estimated by the Bathtub approach: Iraq and Bangladesh.

Table 4.4: Top five countries with the largest normalized EAFA spanning all baseline return periods
as estimated by the LISFLOOD-AC model.

Country name Normalized EAFA [km2/km/yr]
Bangladesh 0.14
Germany 0.10
Iraq 0.09
Kuwait 0.08
Myanmar 0.07

4.1.3 Differences in flood extent
When comparing the global flood maps of the Bathtub approach with those from the LISFLOOD-
AC model, the global pattern in estimated flooded area is relatively similar while the magnitude
differs significantly (Figure 4.7). This implies that the topography, which is the only variable
included in the Bathtub approach, determines whether an area will be flooded or not. However,
other variables like surface roughness are crucial to estimate the magnitude of the flood extent.
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Figure 4.7: EAFA estimates from (a) the Bathtub approach and (b) the LISFLOOD-AC model,
spanning all baseline return periods. Both EAFA maps are shown using the same colorbar.

In Table 4.5 the top five countries with the largest positive difference (overestimation by the
Bathtub approach) in normalized flooded area on a country level are presented for the baseline
100-year event. This shows that the largest differences in EAFA are observed for countries in Asia
and Oceania. Furthermore, Northern Cyprus is the only country for which the LISFLOOD-AC
model estimates a higher EAFA. However, with a difference of just 0.56 km2/yr this is negligible
in a study on a global scale. For all other countries, the Bathtub approach overestimates the
flooded area.

Table 4.5: Top five countries with the largest positive difference in EAFA spanning all baseline
return periods. Computed as EAFA Bathtub - EAFA LISFLOOD-AC.

Country name Difference EAFA [km2/yr]
Australia 7549
China 6081
Indonesia 5450
Vietnam 4857
Myanmar 4592

When comparing both models by their normalized EAFA estimates (Table 4.6), it is observed that
the top five countries with the largest differences (Bathtub - LISFLOOD-AC) changed completely.
The top five is now more spread around the world and less concentrated in Asia and Oceania.

Table 4.6: Top five countries with the largest positive difference in normalized EAFA for the
baseline return periods. Computed as normalized EAFA Bathtub - normalized EAFA LISFLOOD-
AC.

Country name Difference normalized EAFA [km2/km/yr]
Iraq 6.01
Mauritania 1.26
Senegal 0.81
Bangladesh 0.69
Guyana 0.52

Mapping the factor difference between the Bathtub approach and the LISFLOOD-AC model estim-
ates of the EAFA per country shows us that the Bathtub approach generally overestimates (Figure
4.8). The factor difference in these maps is calculated as (EAFA Bathtub/EAFA LISFLOOD-AC).
Although the Bathtub approach overestimates the flood extent compared to the LISFLOOD-AC
model, the degree of overestimation varies substantially among countries, with a minimum factor
difference in EAFA of 1.1 for Syria and a maximum factor difference of 253 for São Tomé and
Principe.
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Figure 4.8: Factor difference in estimated EAFA between the Bathtub approach and the
LISFLOOD-AC model for all baseline return periods. This difference is computed as EAFA
Bathtub/ EAFA LISFLOOD-AC.

To investigate the spread in the factor difference in estimated EAFA between both models, a box
plot is created (Figure 4.9).

Figure 4.9: Boxplot of factor difference in EAFA per country between the Bathtub approach and
the LISFLOOD-AC model for all baseline return periods. The orange line represents the median
factor difference, the box the interquartile range (IQR, 25th (Q1) to 75th (Q3) percentile) and the
outer lines represent the minimum (Q1 - 1.5*IQR) and maximum values (Q3 + 1.5*IQR).

This box plots illustrates the spread in factor difference in EAFA per country, with a median value
equal to 7.9 and the interquartile range (IQR), representing the 25th to 75th percentile, spanning
from 4.4 to 15.8. This implies that a large spread is observed for the factor difference in EAFA
per country, as estimated by the Bathtub approach and the LISFLOOD-AC model. The lower
bound of the IQR represents an overestimation by the Bathtub approach of 4.4 times the EAFA as
estimated by the LISFLOOD-AC model, implying large overestimation by the Bathtub approach
for most of the countries.

4.1.4 Global totals
Summing the FA estimates for all countries results in the global total flooded area estimate by both
modelling approaches. For each return period, this global FA estimate by the Bathtub approach
and the LISFLOOD-AC model is presented in the bar plots in Figure 4.10. It can be observed that
the magnitude in FA increases when the return period of the ESL increases, although the increase
rate differs between both models. The total global difference in FA between the baseline 200-year

Page | 35



CHAPTER 4. RESULTS

event and the 5-year event is 84.7% for the Bathtub approach and 524.5% for the LISFLOOD-AC
model.

Figure 4.10: Global total FA as estimated by the Bathtub approach (a) and the LISFLOOD-AC
model (b) spanning all baseline return periods.

When determining the total global difference in FA per return period between the Bathtub approach
and the LISFLOOD-AC model, this shows that the increase in difference in FA shows a linear
relation with the return period of the ESLs. Displaying the factor difference per ESL results in bar
plots with a decreasing value when moving to higher return periods of ESLs. This implies that the
factor difference between both models decreases for extreme events with a higher return period.
Reason for this could be the effect of flooding in coastal plains, since even for lower return period
ESLs the flooded area estimated by the Bathtub approach is large since only the topography is
taken into account. When moving to higher return periods of ESLs the area might not increase
significantly while the flood volume does.

Figure 4.11: (a)Difference in global total FA (Bathtub - LISFLOOD-AC) and (b) factor difference
in FA (Bathtub/LISFLOOD-AC) values per baseline return period.

4.1.5 Fit metrics
The results of the fit metrics on a country level are presented in this section. This includes the hit
ratio, false alarm ratio and critical success index. The values were computed on a country level
for each baseline return period, according to the formulas presented in Section 3.

The minimum and maximum hit rate per country over all baseline return periods is presented
in Figure 4.12. The hit rates are calculated using Eq. 3.2. These maps illustrate that for most
countries included in the analysis the hit rate is significantly high: 80% of the countries has a
minimum value of at least 75% and a maximum value of at least 90%. This implies that the
Bathtub approach generally estimates flooding in areas for which the LISFLOOD-AC model does
as well.
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Figure 4.12: Minimum (a) and maximum (b) values for the hit rate per country over all baseline
return periods.

The maps displaying the minimum and maximum false alarm rates per country over all baseline
return periods can be seen in Figure 4.13. The false alarm rates are calculated using Eq. 3.3. A
total of 30 countries has a minimum value higher than 1000%. For the maximum values of the
false alarm rate, this includes 105 countries. These large values for the false alarm rate correspond
to large overestimation in estimated flooded area by the Bathtub approach, when comparing the
estimates with the LISFLOOD-AC model results.

Figure 4.13: Minimum (a) and maximum (b) values for the false alarm rate per country over all
baseline return periods.

Minimum and maximum values per country for the critical success index over all baseline return
periods are displayed in Figure 4.14. The critical success index values are calculated using Eq.
3.4. The values for the critical success index are substantially lower than those established for the
hit rate: only two countries have a minimum value for the critical success index higher than 50%.
For the maximum critical success index values this includes 23 countries. The low values for the
critical success index represent a low degree of agreement between the flooded area estimates of
the Bathtub approach and the LISFLOOD-AC model.

Figure 4.14: Minimum (a) and maximum (b) values for the critical success index per country over
all baseline return periods.
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4.2 Flood extent per coastal typology

In this section, the flooded area per coastal typology is determined. Based on nine different
classes, a distinction is made between coastlines. The results are again established for all baseline
return periods, for both the Bathtub approach and the LISFLOOD-AC model.

4.2.1 Flooded area per coastal typology
The EAFA values per coastal typology are presented for both the Bathtub approach as the
LISFLOOD-AC model in Table 4.7.

Table 4.7: EAFA values per coastal typology as estimated by the Bathtub approach and the
LISFLOOD-AC model.

Coastal typology Bathtub EAFA [km2/yr] LISFLOOD-AC EAFA [km2/yr]
0. Endorheic or Glaciated 460 35
1. Type I Small deltas 21625 3025
2. Type II Tidal systems 45363 5923
3. Type III Lagoons 10184 1126
4. Type IV Fjords and fjaerds 6513 997
5. Non-filter Type Va Large Rivers 1511 43
6. Non-filter Type VI Karst 2929 477
7. Non-filter Type VII Arheic 7925 900
51. Non-filter Type Vb Large Rivers with tidal deltas 4538 178

To visualize the EAFA values, a bar plot is created (Figure 4.15). From this figure it is observed that
the largest EAFA values are estimated for the same coastal typologies by both models, although
the magnitude differs significantly.

Figure 4.15: Total Estimated Annual Flooded Area (EAFA) per coastal typology class as estimated
by the Bathtub approach and the LISFLOOD-AC model.

The coastal typology classes are not equally distributed along the global coastline. Therefore, the
EAFA values per typology are compared as factor differences. These are computed as the EAFA
as estimated by the Bathtub approach divided by the EAFA as estimated by the LISFLOOD-
AC model. Therefore, a positive value corresponds to overestimation by the Bathtub approach
compared to the LISFLOOD-AC model. This results in the bar plot presented in Figure 4.16
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Figure 4.16: Factor difference in total EAFA per coastal typology class as estimated by the
Bathtub approach and the LISFLOOD-AC model. This factor difference is computed as (EAFA
Bathtub/EAFA LISFLOOD-AC).

The factor difference in EAFA as estimated by the Bathtub approach and the LISFLOOD-AC
model is the largest for the typology class Large Rivers, followed by the class Large Rivers
with Tidal Deltas. The corresponding values of 34.9 and 25.5 respectively, clearly represent a
substantial difference in the estimated flooded area. The factor difference in EAFA is the smallest
for Karst coasts, followed Fjords and fjaerds, with corresponding values of 6.1 and 6.5 respectively.
This implies that the Bathtub estimates are at least 6.1 times the LISFLOOD-AC estimates in
EAFA based on the different coastal typologies. The smaller factor differences observed for Karst
coasts, and Fjords and fjaerds can be explained by the steeper coastline slopes of these typologies
compared to the others. The influence of the topography is therefore larger which results in less
overestimation by the Bathtub approach. However, since the factor difference has a minimum
value of 6.1, this suggests that the Bathtub approach never provides a sufficient estimate of the
flooded area based on these coastal typologies.

The absolute difference and the percentage of this difference to the total global difference in EAFA
as estimated by the Bathtub approach and the LISFLOOD-AC model are determined. The absolute
difference is computed as the EAFA as estimated by the Bathtub approach minus the EAFA as
estimated by the LISFLOOD-AC model, implying that a positive value represents overestimation
by the Bathtub approach. The proportion of this difference to the total worldwide difference
indicates how much of the difference in predicted flooded area arises from a certain coastal typology.
All these are presented in Table 4.8.

Table 4.8: Differences in EAFA (Bathtub - LISFLOOD-AC), factor difference in EAFA
(Bathtub/LISFLOOD-AC), percentage of total difference in EAFA values per coastal typology
and percentage of coastal typology to the entire global coastline length.

Coastal typology Diff. (Bath - LIS)
[km2/yr]

Fact. Diff. (Bath/LIS)
[-]

Diff. to total
[%] % of coastline

0. Endorheic or Glaciated 424 13.0 0.5 5.6
1. Type I Small deltas 18600 7.1 21.1 30.1
2. Type II Tidal systems 39439 7.7 44.6 21
3. Type III Lagoons 9058 9.0 10.3 7.6
4. Type IV Fjords and fjaerds 5516 6.5 6.2 24.3
5. Non-filter Type Va Large Rivers 1468 34.9 1.7 0.7*
6. Non-filter Type VI Karst 2452 6.1 2.8 2.4
7. Non-filter Type VII Arheic 7025 8.8 8.0 8.3
51. Non-filter Type Vb Large Rivers with tidal deltas 4360 25.5 4.9 0.7*

While the factor difference between both models is the largest for Large Rivers and Large Rivers
with Tidal Deltas, this difference only includes 6.6% of the total global difference in EAFA between
both models. This can be explained by the low percentage of this class to the global coastline length,
since Large Rivers (both tidally influenced or not) together cover 0.7% of the global coastline length.
The largest contribution to the difference in EAFA comes from Tidal systems with a corresponding
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value of 44.6%.

4.2.2 Fit metrics
In Table 4.9 an overview of the fit metrics for the different coastal typology classes is outlined.
The minimum; mean; and maximum value across all baseline return periods are presented. The
fit metrics show high values for all of the typology classes involved, with a minimum mean value
of 90.4%. This implies that for any coastal typology, the Bathtub approach estimates flooding
in areas where LISFLOOD-AC estimates flooding as well. The values for the false alarm rate,
representing overestimation by the Bathtub approach, are significantly high. This implies that
for every coastal typology, the Bathtub approach overestimates the flooded area to a substantial
degree compared to LISFLOOD-AC. The observed false alarm rates are the lowest for the Fjords
and fjaerds and Karst coasts. Since these coastal typologies are characterized by steeper coastline
slopes, the topography has a significant impact on the estimated flooding. This results in less
overestimation by the Bathtub approach compared to the LISFLOOD-AC model estimates and
therefore smaller false alarm rates are established. The critical success index shows relatively low
values for all classes. Implying that there is never a sufficient agreement in flooded area estimates
by both modelling approaches for any type of coastline.

Table 4.9: Fit metrics for coastal typology classes. For the metrics Hit rate, False alarm rate and
Critical success index the minimum, mean and maximum value are presented, based on all baseline
return periods.

Min Mean Max Min Mean Max Min Mean Max
0. Endorheic or Glaciated 86.7 90.5 94.2 512.2 943.9 1367.7 6.1 9.3 15.4
1. Type I Small deltas 93.0 94.9 95.7 196.8 415.6 829.7 10.2 21.4 32.1
2. Type II Tidal systems 94.9 96.2 97.5 222.2 454.9 900.0 9.5 20.2 30.3
3. Type III Lagoons 92.8 95.7 97.3 183.3 530.5 1306.2 6.8 19.9 34.1
4. Type IV Fjords and fjaerds 88.9 90.4 92.2 272.3 414.4 628.4 12.2 18.5 24.8
5. Non-filter Type Va Large Rivers 95.3 97.2 99.2 374.8 2835.6 10204.9 0.9 8.8 20.9
6. Non-filter Type VI Karst 97.0 97.3 97.9 129.5 331.3 857.1 10.1 29.2 42.6
7. Non-filter Type VII Arheic 96.4 97.0 97.3 164.5 481.2 1133.1 7.8 21.9 36.7
51. Non-filter Type Vb Large Rivers with tidal deltas 97.0 98.0 99.4 385.9 1691.5 5361.8 1.8 10.5 20.2

Coastal typology
Hit rate [%] False alarm rate [%] Critical success index [%]
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4.3 Flood extent per terrain class

Apart from the coastal typologies, the terrain influences the flood propagation. Based on 15
different classes, presented by Iwahashi et al. (2018), a distinction is made between terrain types.
The results are again established for all baseline return periods, for both the Bathtub approach
as the LISFLOOD-AC model.

4.3.1 Flooded area per terrain class
For both the Bathtub approach as the LISFLOOD-AC model, the EAFA values per terrain class
are presented in Table 4.10.

Table 4.10: EAFA values per terrain class as estimated by the Bathtub approach and the
LISFLOOD-AC model, spanning all baseline return periods.

Terrain class Bathtub EAFA [km2/yr] LISFLOOD-AC EAFA [km2/yr]
1. Steep mountain (rough) 612 25
2. Steep mountain (smooth) 56 3
3. Moderate mountain (rough) 1450 92
4. Moderate mountain (smooth) 68 6
5. Hills (rough in small and large scale) 2542 415
6. Hills (smooth in small scale, rough in large scale) 565 100
7. Upper large slope 20 2
8. Middle large slope 63 12
9. Dissected terrace, moderate plateau 2514 660
10. Slope in and around terrace or plateau 249 70
11. Terrace, smooth plateau 3402 689
12. Alluvial fan, pediment, bajada, pediplain 602 98
13. Alluvial plain, pediplain 2552 471
14. Alluvial or coastal plain, pediplain 11529 2332
15. Alluvial or coastal plain (gentlest), lake plain, playa 8807 704

To visualize the EAFA values, a bar plot is created (Figure 4.17). From this figure it is observed
that the largest EAFA values are observed for the same terrain classes by both models, although
the magnitude of estimated EAFA differs significantly.

Figure 4.17: Total Estimated Annual Flooded Area (EAFA) per terrain class as estimated by the
Bathtub approach and the LISFLOOD-AC model.

The presence of terrain classes is not equally distributed across the globe. Therefore, the EAFA
values per terrain class are compared as factor differences. These are computed as the EAFA
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as estimated by the Bathtub approach divided by the EAFA as estimated by the LISFLOOD-
AC model. A positive value therefore corresponds to overestimation by the Bathtub approach
compared to the LISFLOOD-AC model. This results in the bar plot shown in Figure 4.18

Figure 4.18: Factor difference in total EAFA per terrain class as estimated by the Bathtub approach
and the LISFLOOD-AC model for all baseline return periods. This factor difference is computed
as (EAFA Bathtub/EAFA LISFLOOD-AC).

The factor difference in EAFA as estimated by the Bathtub approach and the LISFLOOD-AC
model is the largest for the terrain class Steep mountain (rough), followed by the class Steep
mountain (smooth). The corresponding values of 24.3 and 16.5 respectively, clearly represent a
substantial difference in the estimated flooded area. However, the estimated flooded area for these
classes is small by both modelling approaches (Table 4.10). The terrain class for which the factor
difference in EAFA is the smallest is Slope in and around terrace or plateau, followed by Dissected
terrace, moderate plateau; with corresponding values of 3.6 and 3.8 respectively. This implies
that the Bathtub approach overestimates the flooded area with at least a factor 3.6 compared to
LISFLOOD-AC, based on these terrain classes. Therefore, from these results it can be stated that
the Bathtub approach never provides a sufficient estimate of the flooded area for any type of terrain.

The absolute difference and the percentage of this difference to the total global difference in EAFA
as estimated by the Bathtub approach and the LISFLOOD-AC model is determined. All these are
presented in Table 4.11.
While the factor difference between both models is the largest for Steep mountain (rough) and
Steep mountain (smooth), this difference only includes 2.2% of the total global difference in EAFA
between both models. The largest contribution to the difference in EAFA comes from the terrain
classes of the plain overview group, including Alluvial or coastal plain (gentlest), lake plain, playa;
Alluvial or coastal plain, pediplain; and Alluvial plain, pediplain, with a combined value of 66.0%.
The propagation of the coastal flood is only limited by the topography in the Bathtub approach,
while the LISFLOOD-AC model also incorporates the effect of landscape roughness. Therefore, in
flat terrains like plains, the flood propagation in the Bathtub approach experiences no deceleration
which causes significant extents of the flood. This especially holds in combination with the fact that
the Bathtub approach does not include conservation of mass and therefore assumes an unlimited
amount of water that can propagate inland.
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Table 4.11: Differences in EAFA (Bathtub - LISFLOOD-AC), factor difference in EAFA
(Bathtub/LISFLOOD-AC) and percentage of total difference in EAFA values per terrain class.

Terrain class Diff. (Bath - LIS)
[km2/yr]

Fact. Diff. (Bath/Lis)
[-]

Diff. to total
[%]

1. Steep mountain (rough) 587 24.3 2.0
2. Steep mountain (smooth) 52 16.5 0.2
3. Moderate mountain (rough) 1358 15.7 4.6
4. Moderate mountain (smooth) 62 11.4 0.2
5. Hills (rough in small and large scale) 2127 6.1 7.2
6. Hills (smooth in small scale, rough in large scale) 465 5.6 1.6
7. Upper large slope 18 12.2 0.1
8. Middle large slope 51 5.2 0.2
9. Dissected terrace, moderate plateau 1854 3.8 6.3
10. Slope in and around terrace or plateau 179 3.6 0.6
11. Terrace, smooth plateau 2713 4.9 9.2
12. Alluvial fan, pediment, bajada, pediplain 504 6.1 1.7
13. Alluvial plain, pediplain 2081 5.4 7.1
14. Alluvial or coastal plain, pediplain 9197 4.9 31.3
15. Alluvial or coastal plain (gentlest), lake plain, playa 8103 12.5 27.6

4.3.2 Fit metrics
In Table 4.12 an overview of the fit metrics values for all terrain classes is summarised. These
include the minimum; mean; and maximum value per terrain class spanning all baseline return
periods. The hit rates result in the highest values for terrain classes of the plains group, whereas
lower values are observed for mountainous areas and slopes. This implies that the Bathtub approach
generally estimates flooding in areas where the LISFLOOD-AC model does as well, especially for
plains. The false alarm rates show substantially high values for all terrain classes. This represents
large overestimation by the Bathtub approach compared to the estimates of the LISFLOOD-AC
model, which is especially observed for classes of the overview groups mountains and slopes. Crit-
ical success index values display significantly low values for a number of terrain classes, including
Steep mountain (rough), Steep mountain (smooth) and Upper large slope, representing insufficient
agreement between the two modelling approaches. However, the critical success index shows relat-
ively low values for all classes. Implying that there is never a sufficient agreement in flooded area
estimates by both modelling approaches for any type of terrain.

Table 4.12: Fit metrics for terrain classes. For the metrics Hit rate, False alarm rate and Critical
success index the minimum, mean and maximum value are presented, based on all baseline return
periods.

Min Mean Max Min Mean Max Min Mean Max
1. Steep mountain (rough) 79.8 81.3 83.9 1435.8 2175.9 3234.2 2.4 3.8 5.5
2. Steep mountain (smooth) 83.9 85.8 89.1 950.8 1570.2 2531.1 3.2 5.6 8.5
3. Moderate mountain (rough) 82.0 83.7 86.0 764.1 1245.8 2036.2 3.9 6.8 10.0
4. Moderate mountain (smooth) 86.2 88.4 91.3 348.3 827.7 1711.6 4.8 11.9 20.4
5. Hills (rough in small and large scale) 85.1 86.7 88.6 307.2 535.3 937.8 8.2 15.1 21.8
6. Hills (smooth in small scale, rough in large scale) 89.0 90.7 92.3 254.5 526.7 1027.5 7.9 16.9 26.1
7. Upper large slope 86.8 87.3 88.2 1069.1 1790.1 3175.7 2.7 5.2 7.5
8. Middle large slope 81.6 84.1 86.9 463.1 676.8 1129.9 6.6 11.6 15.4
9. Dissected terrace, moderate plateau 91.1 92.4 93.8 154.0 319.3 623.9 12.7 25.0 37.0
10. Slope in and around terrace or plateau 88.9 90.0 90.8 209.7 372.8 688.6 11.4 21.0 29.3
11. Terrace, smooth plateau 92.8 94.6 95.7 155.1 316.0 632.0 12.8 25.9 37.4
12. Alluvial fan, pediment, bajada, pediplain 94.0 94.7 95.5 190.1 396.4 852.5 9.9 22.5 32.8
13. Alluvial plain, pediplain 94.4 95.6 96.4 157.5 327.4 699.3 11.9 26.1 37.5
14. Alluvial or coasttal plain, pediplain 95.6 96.9 97.8 158.1 370.0 788.7 10.8 24.6 37.9
15. Alluvial or coasttal plain (gentlest), lake plain, playa 97.5 98.5 99.1 384.2 1044.5 2301.9 4.1 11.6 20.5

Terrain class
Hit rate [%] False alarm rate [%] Critical success index [%]
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5 | Discussion

The meaning and significance of the results of the global comparative assessment between the
Bathtub approach and the LISFLOOD-AC model are presented in this chapter. Per phase of the
research project the main findings and the meaning of those findings are outlined. This is followed
by a comparison with previously performed research on this topic. Subsequently, the limitations of
the findings are discussed; including uncertainties in the modelling phase prior to this comparative
assessment as well as uncertainties in the methodology and post-processing during the comparison
of the model output. The chapter ends with suggestions for further research.

5.1 Findings and reasoning

5.1.1 Country level
The comparison of the flood extent as estimated by both models based on administrative bound-
aries showed that the Bathtub approach generally overestimates the flooded area compared to
LISFLOOD-AC (Section 4.1.3). The degree of overestimation is represented by a total global
factor difference (EAFA Bathtub/EAFA LISFLOOD-AC) of 5.9 between both models, ranging
from 10.2 for ESLs with a return period of 5 years till 3.0 for 1-in-200 year ESLs. This implies
that the Bathtub approach estimates a global EAFA that is 5.9 times larger than the estimate by
the LISFLOOD-AC model. In absolute FA (km2), this overestimation is mostly seen for countries
in Asia and Oceania. The global spatial pattern in estimated flood hazard is comparable between
both models i.e. the largest FA values are estimated for Australia and Asian countries, with the
exception of Canada in the LISFLOOD-AC results. The similar global pattern but different mag-
nitude in estimated flooded area implies that the topography, which is the only variable included in
the Bathtub approach, determines whether an area will be flooded or not. However, other variables
like surface roughness are crucial to estimate the magnitude of the flood extent. When normalizing
the FA estimates by the shoreline length of the corresponding country, largest estimates are not
represented by Australia and Asian countries anymore but more spread out around the world.
The hit rates reveal that there is a sufficient hit by the Bathtub approach in areas where the
LISFLOOD-AC model estimates flooding i.e. the Bathtub approach estimates flooding in areas
where the LISFLOOD-AC estimates flooding as well (Section 4.1.5). However, the false alarm rate
reveals that the Bathtub approach overestimates flooding compared to the LISFLOOD-AC model
since large areas are estimated by the Bathtub approach where the LISFLOOD-AC model does
not. Low values for the critical success index correspond to an insufficient fit in estimated flooded
area by the Bathtub approach, when assuming the LISFLOOD-AC model estimate as the correct
one.

5.1.2 Coastal typology
When comparing the estimated flooded area of both models based on the coastal typology, the
largest differences are observed for Tidal systems and Small deltas (Section 4.2.1). Comparing
factor differences showed the largest differences for Large Rivers with tidal deltas and Large Rivers.
However, these two coastal typology classes only sum up to 6.6% of the total global difference in
EAFA of both models. The smallest factor differences in EAFA are observed for Karst coasts; and
Fjords and fjaerds. Interesting to note is that this still implies a factor difference of 6.1 and 6.5
respectively, implying that the Bathtub approach does not provide adequate results for any type
of coastline. Reasoning for the smallest factor differences determined for these classes might be
the steepness of the coastline. Both Fjords and fjaerds as Karst coasts are characterised by steep
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slopes, which were calculated from the bathymetry in the study by Dürr et al. (2011). Previously
performed research revealed this relation with the slope of the coast as well (Vousdoukas et al.,
2016). Furthermore, the volume of available flood waters differs between the two models. This is
due to the difference in forcing ESL: the static ESL assuming an infinite time span used in the
Bathtub approach versus the triangular synthetic hydrograph included in the LISFLOOD-AC
model. The potential flood volume is then a variable which is influenced by the timespan of the
forcing ESL from the synthetic hydrograph that will result in coastal flooding (i.e. an ESL higher
than the elevation of the coast) while for the Bathtub approach there is an unlimited timespan for
which the forcing ESL will cause coastal flooding.

The fit metrics revealed a similar outcome as was observed based on country boundaries: high fit
rate values, significantly high false alarm rate values and low critical success index values (Section
4.2.2). The observed false alarm rates are the lowest for the Fjords and fjaerds and Karst coasts.
Since these coastal typologies are characterized by steeper coastline slopes, the topography has a
significant impact on the estimated flooding. This results in less overestimation by the Bathtub
approach compared to the LISFLOOD-AC model estimates and therefore smaller false alarm rates
are established. The critical success index shows relatively low values for all classes. This means
that the Bathtub approach estimates are not comparable to those of the LISFLOOD-AC model
for any of the typologies considered.

5.1.3 Terrain classes
A division of the flooded area estimates by both models in 15 terrain classes showed that the
difference in EAFA is the largest for plains, including alluvial, coastal and pediplains (Section
4.3.1). When comparing the EAFA per terrain class as factor differences (EAFA Bathtub/EAFA
LISFLOOD-AC), the difference is the largest for Steep mountains, especially rough mountains.
However, this sums up to only 2.2% of the total global difference in EAFA between both models
whereas this is 66.0% for plains. The propagation of the coastal flood is only limited by the
topography in the Bathtub approach, while the LISFLOOD-AC model also incorporates the
effect of landscape roughness. Therefore, in flat terrains like plains, the flood propagation in
the Bathtub approach experiences no deceleration which causes significant extents of the flood.
This especially holds in combination with the fact that the Bathtub approach does not include
conservation of mass and therefore assumes an unlimited amount of water that can propagate
inland. The effects of surface roughness would especially be an important factor for areas with a
small difference between the forcing ESL and the land elevation, resulting in small flood depths.
For these small flood depths, the degree of friction caused by surface roughness is particularly
high compared to bigger flood depths (Seenath et al., 2016).

The fit metrics represent similar results as observed for the subdivision on a country level and
the coastal typologies: high hit rate values, significantly high false alarm rates and low critical
success index values (Section 4.3.2. This implies that the Bathtub approach generally estimates
flooding in areas where the LISFLOOD-AC model does as well, especially for plains. The high
false alarm rate values represents large overestimation by the Bathtub approach compared to the
estimates of the LISFLOOD-AC model, which is especially observed for classes of the overview
groups mountains and slopes. The critical success index shows relatively low values for all classes,
implying that there is never a sufficient agreement in flooded area estimates by both modelling
approaches for any type of terrain.

5.2 Meaning of results

In all of the performed differentiations of the flooded area estimates of both models, the finding
is that the Bathtub approach generally provides results with the highest FA values for the same
countries, coastal typologies and terrain classes as the LISFLOOD-AC model but with a signific-
antly larger magnitude of estimated flooded area. This implies that the Bathtub approach does
not provide any sufficient results when estimating the flooded area. Although the global flood
pattern looks relatively similar, this provides just a topographical estimation of potentially flood
prone areas. There is no need to perform an analysis using the Bathtub approach to establish this,
since information about the forcing ESLs and the land elevation is sufficient to determine these
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potentially flood-prone areas. Therefore, the Bathtub approach would only have a topographic
function. According to the findings of this study, it appears to be ill-advised to use the Bathtub
approach in quantitative assessments of the coastal flood hazard at large spatial scales.

5.3 Relation of findings to previously performed research

Large scale assessments of the Bathtub approach and LISFLOOD-AC model have hardly been
performed. Therefore, only a limited comparison is possible between previous studies and the
outcomes of this study.

Local scale studies revealed that the static Bathtub approach does overestimate the flood extent
compared to (reduced-complexity) dynamic models (Breilh et al., 2013; Gallien, 2016; Seenath
et al., 2016). From these studies, an overestimation between a factor of 0.5 and 2 was observed
when comparing the static approach to a dynamic one.

Vousdoukas et al. (2016) performed a study on a European scale for four models, including
the Bathtub approach and the LISFLOOD-AC model. Results showed that flood extents were
overestimated by the Bathtub approach about 1.6 times compared to the LISFLOOD-AC model.
This overestimation was especially seen along areas of the coast which are known for their
low-lying/mild-slope terrains. Furthermore, the difference in estimated flood extent was observed
to vary substantially per country.

One study by Ramirez et al. (2016) compared the Bathtub approach with a dynamical reduced-
complexity model which showed that the Bathtub approach overestimated the flood extent,
especially in topographically flat regions. Based on two test cases, in France and Myanmar,
an overestimation by the Bathtub approach compared with the actual flood of 204% and 99%
respectively was observed. Their reduced-complexity dynamic model overall provided more
conservative estimates of coastal flooding.

Both Vousdoukas et al. (2016) and Ramirez et al. (2016) concluded that the Bathtub approach
overestimates the flood extent compared to a reduced-complexity dynamic model. This overestima-
tion was in both studies the largest for shoreline classes characterized by mildly sloping landscapes.
However, the degree of overestimation established in this study is even larger than previously per-
formed research determined. This could be the result of different model set-ups e.g. different
forcing water levels or DEMs used with other resolutions and accuracy.

5.4 Limitations of findings

Limitation of the findings both include uncertainty arising from the modelling phase as well as
uncertainty arising from post-processing of the model output of both models.

The main uncertainties in the modelling phase are comparable to those from previously per-
formed large scale coastal flooding studies (section 1.1.3). The main uncertainties in this global
assessment include the inclusion of flood protection levels, the DEM resolution and accuracy
and the probabilistic extreme sea levels. The flood protection levels are included as normative
standards i.e. no flooding is allowed when the return period of the forcing ESL is lower than the
protection standard. When this protection standard is exceeded, the forcing water level is not
blocked by the flood protection anymore and will propagate inland, without any hindrance of
flood protection. Related to the flood protection standards is the possible exclusion of structures
on the hinterland e.g. river dikes and elevated roads and infrastructure due to the resolution
of the DEM. These have an impact on the propagation of the flood, both in lateral direction
when moving from the coast as in longitudinal direction when passing e.g. country borders. The
DEM used here, the GlobCover 2009 90m resolution DEM by ESA, provides another source of
uncertainty. Both its resolution and accuracy have an impact on the estimated flooding by both
models. The resolution determines the potential area to be flooded by defining the elevation over
a certain area. Furthermore, the accuracy plays a role in this since the mean absolute vertical
accuracy of 1.92 m (AIRBUS, 2020) can already have a significant impact in the estimated
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flooded area, especially for the the Bathtub approach. Uncertainty also stems from the fact that
the LISFLOOD-AC model makes use of a synthetic, triangular hydrograph whereas the Bathtub
approach only considers a static ESL. The shape of this hydrograph induces uncertainty to the
LISFLOOD-AC approach, with the Bathtub approach neglecting any temporal component of the
ESL and therefore assuming an unlimited amount of water being available for flooding up to the
ESL elevation.

Uncertainty induced by post-processing of the model output and the methods applied to compare
both models include the accuracy of global datasets used. The global datsets used in this study
are the GSWE database from the JRC, containing information on the occurrence of surface
water and the GADM database containing the administrative boundaries. The accuracy of the
GSWE database has an influence on the removal of the surface water from the flooding results.
Furthermore, since a threshold value of 80% occurrence of water is used, some recently developed
water bodies might be included as flooded area in the results. The accuracy of the GADM
boundaries has an impact on the estimated flooded area, since it defines the boundary between
land and water. However, for areas with a large tidal range, the exact location of the shoreline is
hard to define. This is the case for the North-West coast of Australia, for which high FA values
are estimated in this study. This is most likely due to the shoreline position as present in the
GADM database.

5.5 Suggestions for further research

By including multiple climate change scenarios, it could be investigated if the change in estim-
ated flooded area between these scenarios is comparable between the Bathtub approach and
the LISFLOOD-AC model. This might reveal that the Bathtub approach is still sufficient in
estimating differences when moving from baseline to climate change scenarios

In this study, the ’original’ Bathtub approach is applied. However, potential improvements of this
approach are already available. These include the consideration of a water volume or a so called
tilting bathtub. In the former case (i.e. volume integration), hydrographs should be included
which come with a potential source of error in the analysis. Reason for this is that a hydrograph
has to be designed and no real event is used in the analysis. However, in the ’original’ Bathtub
approach, no volume of water is included at all and therefore the potential area to be flooded is
unlimited. In the latter case, by considering a tilting bathtub, a certain water level reduction is
assumed from the source due to attenuation from bed roughness (Vafeidis et al., 2019). Comparing
the LISFLOOD-AC model with these advanced types of Bathtub approaches might reveal smaller
differences in estimated flood hazard.
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6 | Conclusion

The objective of this research project was to investigate global inundation estimations from the
Bathtub approach, and to critically compare the approach and results to the outcomes of the
more detailed, global scale process-based model LISFLOOD-AC. In this chapter, the answer to the
formulated research questions are provided.

1. How does the Bathtub approach compare to the LISFLOOD-AC model in estimations of the
flood extent based on administrative boundaries?

On a global scale, the Bathtub approach provides a similar coastal flood pattern as the LISFLOOD-
AC model i.e. the highest FA values are generally observed for the same countries by both ap-
proaches. However, taking the magnitude of flooding into account, the Bathtub approach provides
much larger FA estimates compared to the LISFLOOD-AC model for most countries in the world.
On a global scale, the Bathtub approach estimates an EAFA that is 5.9 times the EAFA estim-
ated by LISFLOOD-AC. Furthermore, for only six countries the estimated EAFA by Bathtub is
smaller than 2.0 times the EAFA estimate by LISFLOOD-AC. The degree of overestimation varies
substantially among countries, with a minimum factor difference in EAFA of 1.1 for Syria and a
maximum factor difference of 253 for São Tomé and Principe.

2. What are the differences in estimated flood extent based on different coastal typologies and why
are these observed?

Based on the coastal typology classes defined by Dürr et al. (2011), the estimated flooded area
by both modelling approaches differed to a substantial extent for all of the typology classes. In
absolute values of estimated flooded area (km2) the largest differences are observed for tidal systems
and small deltas. The smallest differences are observed for coastline types characterised by steep
slopes: Karst coasts; and Fjords and fjaerds. Since these coastal typologies are characterized by
steeper coastline slopes, the topography has a significant impact on the estimated flooding. This
results in less overestimation by the Bathtub approach compared to the LISFLOOD-AC model
estimates. However, the Bathtub approach still overestimates the EAFA for these two classes with
a factor 6.1 and 6.5 respectively, compared to LISFLOOD-AC.

3. What are the differences in estimated flood extent based on different coastal terrain types and
why are these observed?

Using the terrain classes defined by Iwahashi et al. (2018) revealed that the Bathtub approach
overestimates the flood extent compared to the LISFLOOD-AC model especially for flatter terrains
(alluvial and coastal plains). The total difference in EAFA for these terrain classes sums up to
66% of the total global difference in EAFA between both models. For all terrain classes involved
the overestimation by the Bathtub approach is significant, with the lowest factor difference of 3.6
observed for slopes in and around terraces or plateaus. The reason for the significant overestimation
in flatter terrains is that flood propagation in the Bathtub approach is only limited by topography
while the LISFLOOD-AC model also takes into account surface roughness. Furthermore, the
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Bathtub approach assumes an ESL for an unlimited time span and therefore the available flood
waters are larger than for the LISFLOOD-AC model in which the flood waters are limited by the
temporal component of the forcing water level defined by the synthetic triangular hydrograph.

How does the Bathtub modelling approach compare to the LISFLOOD-AC model in terms of
applicability to global scale coastal flood hazard estimation?

In global scale coastal flood hazard mapping, the Bathtub modelling approach overestimates the
flooded area significantly compared to the process-based reduced-complexity model LISFLOOD-
AC. This holds for most countries on Earth (subquestion 1), every coastal typology (subquestion
2) and every terrain class (subquestion 3). Furthermore, this overestimation was observed for all
baseline return periods included, although the factor difference reduced when moving to higher
return periods of extreme sea levels. According to the findings of this study, it appears to be
ill-advised to use the Bathtub approach in quantitative assessments of the coastal flood hazard at
large spatial scales.
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A | Appendices

A.1 Derivation and explanation of coastal typologies

The coastal typologies defined by Dürr et al. (2011) are based on hydrological, lithological
and morphological criteria. A brief description and the derivation steps of the different coastal
typologies are presented here.

An overview of the coastal typologies is presented in Figure A.1.

Figure A.1: Estuarine filter types with their physical boundaries, including bedrock limit, the
pertaining emerging part of the coast, and fine sediment deposit zones from Dürr et al. (2011).

Small Deltas
Small deltas are defined here as coastal landforms at the mouth of a river, created by sediment
deposition. The sediment, supplied to the coastline by a river, is not removed by tides or waves,
forming an alluvial landscape.
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Tidal Systems
As opposed to the small deltas, tidal systems are river stretches of water that are influenced by
the tides.

Lagoons
Coastal lagoons are defined as shallow (generally less than 5 m deep) and elongated water bodies,
oriented parallel to the shore. They are characterized by a barrier, separating them from the open
ocean.

Fjords and Fjaerds
Fjords and Fjaerds share a glacial origin and are characterised by many islands. Their creation by
glaciers resulted in U-shaped valleys with narrow, very steep inlets. Fjaerds are generally wider
and shallower compared to Fjords and have more gentle, lateral slopes.

Large Rivers
The sediment delivered by large rivers takes place in a plume on the continental margin,
especially at high flow stages, and are therefore classified as non-filter type. These systems can
be either tidally influenced or not and therefore a subdivision is established in this coastal typology.

Karst-Dominated Coast
Karst-Dominated Coast cover a system of landforms dominated by dissolution of carbonate rock
and consisting primarily of limestone. Due to the effect of both subaerial and marine weathering
together with littoral erosion, a typical serrated and peculiar coastline is formed (Fairbridge1984).

Arheic Coast
Arheic Coasts are characterised by a near-total absence of river runoff, which is seen in arid
regions such as deserts. In this derivation of coastal typologies, arheism is set to an average runoff
over the whole watershed of less than 3 mm per year from the continent to the ocean.

The hierarchical steps applied for the determination of the different coastal typologies is presented
in Figure A.2.

Figure A.2: Decision tree to derive the coastal typologies from Dürr et al. (2011).

Step 1
In the first step, a distinction is made between endorheic and exorheic river basins. In this,
endorheic river basins flow towards internal seas and lakes.
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Step 2
Step two includes whether a river basin is intercepted by an estuarinte filter or not, before entering
the ocean.

Step 3
In the third step large rivers are characterized. The smallest large river included is the Rhône
River with a discharge of 52 km3/year.

Step 4
The remaining smaller deltas, after categorizing the large river areas, are identified in this step.
The total delta area for this type is mostly less than 1000 km2.

Step 5
Systems that are tidally influenced are derived in this step. This was performed by combining
coastline maps showing coastal embayments with global tide amplitude maps.

Step 6
In this sixth step, lagoons were identified. This was performed by a combination of information
on the coastline shape and the coastal morphology.

Step 7
Fjords and fjaerds are characterized in this step by combining hard rock lithology information
with maximum Quarternary glacier coverage extent, and coastline shape and bathymetry.

Step 8
The last step includes the typology derivation for overlapping types. In this, a prioritization
is performed as follows (from highest to lowest): large rivers, lagoon, arheic, karst, fjord, tidal
systems (estuary and ria), identifiable deltas, fjaerd, miscellaneous, mostly remaining stretches of
coast (mainly assigned as small deltas).

Page | 59





APPENDIX A. APPENDICES

A.2 Derivation and explanation of terrain classes

The terrain classes as established by Iwahashi et al. (2018) are based on slope gradient, local
convexity and surface texture. Applying a machine learning method, k -means clustering, resulted
in 40 clusters. These clusters were grouped by comparing them with Japanese geological and
geomorphological data, reclassifying them into 12 groups with different geomorphological and
geological characteristics. Large shape landforms, mountains and hills were subdivided and finally
15 groups were created.

A flowchart of the derivation of the terrain classes is presented in Figure A.3.

Figure A.3: Flowchart of terrain classification used to generate a geomorphological map from
(Iwahashi et al., 2018).
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