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II. Summary 
Tidal bars are rhythmic bed features that occur in tidal channels. These bars typically have heights of several 
metres and wavelengths of 1 to 15 km. The formation of rhythmic bed features is often studied using the 
linear stability concept, in which the formation of bedforms is explained as a free instability of a 
morphodynamic system. In linear stability models several assumptions are usually applied to simplify and 
schematise the modelled system. One of these is the so-called rigid lid assumption, through which the free 
surface effects are neglected. These are effects caused by changes in the position of the water surface due 
to tidal waves. This assumption is currently applied in most linear stability studies. 
 

In this study we develop a (numerical) linear stability model in which the rigid lid assumption is not applied, 
i.e., the NRL (non-rigid lid) model. This (numerical) NRL model aims to include (instead of neglect) the free 
surface effects caused by a propagating tidal wave. The NRL model can therefore be used to obtain physics-
based insights into the influence of a propagating tidal wave on the formation of tidal bars. These insights 
are obtained by comparing the NRL model to a traditional (semi-analytical) linear stability model in which 
the rigid lid assumption is applied, i.e., the RL (rigid lid) model. This is done for two cases in the Western 
Scheldt: the standard friction case and the reduced friction case. 
 

First, a model is formulated for a propagating tidal wave in a tidal channel. This model consists of the depth-
averaged hydrodynamic equations, a simple sediment transport formula and a sediment conservation 
equation for the bed evolution. Boundary conditions are defined that allow a tidal wave to propagate in the 
positive along-channel direction. 
 

Next, an expansion in the Froude number is used to obtain a solution to the basic state for the NRL model. 
The solutions for the basic flow show that the free water surface and depth-averaged velocity in the along-
channel direction are described by sinusoidal waves that travel in the along-channel direction. Moreover, 
because the solution for the basic flow is spatially variant, the sensitivity of the bed evolution under the 
basic flow is analysed. This is done by comparing the bed evolution in the basic state to the approximated 
evolution of the bed in the perturbed state. If the former is small compared to the latter, it is valid to 
conclude that the bed in the basic state remains relatively flat. The results show that the solution to the 
basic state for the NRL model presented in this study is only valid for the reduced friction case. 
 

Thereafter, a numerical solution procedure for the perturbed state is developed. This is done because the 
traditional (semi-analytical) procedure breaks down when the solution to the basic state is spatially variant, 
as is the case for the NRL model. As part of this numerical procedure, a generalised eigenvalue problem for 
the evolution of this state is defined. The eigenvectors and eigenvalues that follow from this problem 
describe the structure of the bedforms and can be used to determine the other bedform characteristics 
(i.e., growth rate, cross-channel mode and wavelength). These characteristics are used to construct growth 
curves and to define the fastest growing mode (FGM). The FGM is considered the dominant bedform and 
therefore provides insight into the behaviour of the modelled system. 
 

The numerical solution procedure for the perturbed state is first applied to the RL model. This is done to 
validate the numerical procedure by comparing the numerical solutions to those obtained using the semi-
analytical procedure. The results for both cases in the Western Scheldt show that the numerical and semi-
analytical solutions are approximately equal when the number of discretisation points is sufficiently large. 
 

Finally, the numerical solution procedure is applied to the NRL model in which a propagating tidal wave is 
considered. The solutions for the NRL model are compared to those obtained using the RL model. The 
results for the reduced friction case show that the peaks of the growth curves (for higher cross channel 
modes) for the NRL model are higher and occur at larger wavenumbers compared to those for the RL model. 
 

We define two preconditions: the abovementioned difference is caused by a propagating tidal wave; and 
the influence of a propagating tidal wave is the same for both friction cases. Assuming these preconditions 
are true, we expect that a propagating tidal wave might have the following influence on the formation of 
tidal bars: (1) formation of shorter tidal bars (i.e., the wavelength of the FGM decreases); and (2) faster 
formation of tidal bars (i.e., the growth rate of the FGM increases). However, to ensure the validity of these 
statements, further research must be conducted in which the NRL model is improved and validated.
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1. Introduction to tidal bars and linear stability analysis 
This chapter contains the background, state-of-the-art-knowledge and knowledge gap regarding the 
subject of this study. This is followed by the objective of this study, with the corresponding research 
questions, and the methods used to answer these research questions. Finally, an overview of the 
report structure is given. 
 

1.1 Background 
Tidal bars are rhythmic bed features that occur in tidal channels (or estuaries) and offshore areas. This 
study focusses on the formation of tidal bars in the former environment. Examples of tidal channels 
with tidal bars include the Western Scheldt in the Netherlands, the Ord River Estuary in Australia, the 
Exe Estuary in England and the Netarts bay in the United States (see Figure 1). Note that tidal bars do 
not necessarily have to protrude from the water but can also be fully submersed. Tidal bars typically 
have heights of several metres, wavelengths of 1 to 15 km (Hepkema et al., 2019) and usually an 
alternating cross-channel structure. Their characteristics are determined by channel properties, such 
as channel depth, channel width and tidal amplitude (Dalrymple & Rhodes, 1995; Leuven et al., 2016; 
Tambroni et al., 2005). These properties may change due to human interventions and climate change 
(e.g., dredging, land reclamation and sea level rise). Tidal bars function as rich feeding grounds for 
many organisms but may also impede marine traffic (Hepkema et al., 2019). It is therefore important 
to understand the dynamics of these bed features for proper management of tidal channels. 
 

 
Figure 1: Tidal bars in four different tidal channels: (a) Western Scheldt in The Netherlands; (b) Ord River Estuary 
in Australia; (c) Exe Estuary in England; and (d) Netarts bay in the United States (images from Google Earth; and 
composition based on Hepkema et al., 2019). 

 
The formation of tide-induced rhythmic bed features (e.g., sand banks, sand waves and tidal bars) is 
often explained as a morphodynamic instability of the coupled water-sediment system subject to tidal 
motion. Huthnance (1982a, 1982b) was the first to show this for sand banks using a so-called linear 
stability analysis. This is an idealised process-based approach, meaning that mathematical 
formulations are used to capture the fundamental physical processes of a system. The model by 
Huthnance consists of the depth-averaged shallow water equations, a simple sediment transport 
formula and a sediment conservation equation for the bed evolution. The linear stability concept was 
later also used to analyse the formation of other rhythmic bed features, such as sand waves (e.g., 
Campmans et al., 2017; Hulscher, 1996) and tidal bars (e.g., Hepkema et al., 2019, 2020; Schramkowski 
et al., 2002; Seminara & Tubino, 2001). 
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Seminara and Tubino (2001) used a 3D idealised model to demonstrate that tidal bars can form as free 
instabilities of a morphodynamic system. They found modelled tidal bars with wavelengths 
comparable to those of tidal bars observed in the field. Later, Schramkowski et al. (2002) showed that 
a depth-averaged model is sufficient to model the characteristics of tidal bars. This model 
demonstrated that the current velocity and water depth are important when determining the 
wavelength of tidal bars. The model by Schramkowski et al. (2002) was later extended to include the 
effects of channel width and the Coriolis effect on the formation of tidal bars (Hepkema et al., 2019, 
2020). 
 
Since linear stability models are idealised, they only consider the physical processes of a system that 
are believed to be essential for the phenomenon under study. The modelled system is therefore 
usually simplified and schematised by applying several assumptions. One of these is the so-called rigid 
lid assumption, through which the free surface effects are neglected. These are effects caused by 
changes in the position of the water surface due to tidal waves. They become relevant when the 
change in the water surface elevation is significantly large compared to the water depth (for river 
dunes, see Naqshband et al., 2014). 
 
The rigid lid assumption is currently applied in most studies in which the linear stability concept is used 
to analyse rhythmic bed features. Marine and riverine environments are generally characterised by 
relatively small changes in the water surface compared to the overall water depth. However, tides in 
estuarine environments can lead to significant water depth changes (Lange et al., 2008). Because of 
this, free surface effects are probably more significant in tidal channels than in other environments. 
Therefore, it might not be valid to apply the rigid lid assumption when using a linear stability analysis 
to study tidal bars in tidal channels.  
 
The following section provides further information regarding the linear stability concept, free surface 
effects and the rigid lid assumption. 
 

1.2 State-of-the-art knowledge 
1.2.1 Linear stability analysis 
The formation of rhythmic bed features can be explained as a free instability of a morphodynamic 
system. In a linear stability analysis this is investigated by analysing the stability of the so-called basic 
state. This state is generally characterised as a (usually spatially uniform) tidal current over a flat bed. 
Next, bed perturbations with arbitrary wavelengths (referred to as ‘modes’) are introduced to the 
system. According to Dodd et al. (2003), a linear stability analysis will reveal one of the following 
possibilities: no positive growth rates for all modes or positive growth rates for a finite range of modes. 
In the first case, the basic state is termed stable since the system evolves back to the basic state. In the 
latter case, the basic state is termed unstable since the system does not evolve back to the basic state. 
For an unstable basic state, the mode with the maximum growth rate can be determined. This mode, 
assuming that it is unique, is defined as the fastest growing mode (FGM) (Dodd et al., 2003). The FGM 
does not necessarily have to be the mode that persists once the system has reached a dynamic 
equilibrium. However, several studies show that the linearly predicted characteristics (i.e., growth rate, 
migration rate, cross-channel mode and wavelength) roughly agree with those of bedforms found in 
the field (e.g., Campmans et al., 2017; Hepkema et al., 2019; Hulscher, 1996; Hulscher & van den Brink, 
2001). The FGM thus provides insight into the behaviour of the modelled system. 
 
The above can be formulated from a mathematical point of view. The state of the system is 
symbolically written as: 
 

𝝓 = [𝜁, 𝑢, 𝑣, 𝑞𝑥, 𝑞𝑦, ℎ]
𝑇
, (1) 
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where, 𝝓 is a vector containing all system variables; 𝜁 is the free surface elevation; 𝑢 and 𝑣 are the 
horizontal flow velocity components; 𝑞𝑥 and 𝑞𝑦 are the horizontal bed load sediment fluxes; and ℎ is 

the bed topography. The stability of a certain state 𝝓0 of the system (termed the ‘basic state’) is 
analysed by introducing small wave-like bed perturbations to that state. The amplitude of these 

perturbations (ℎ̂∗) is relatively small compared to the mean water depth (𝐻∗). This is denoted by 𝜀 =

ℎ̂∗/𝐻∗. Here, dimensional quantities are denoted by an asterisk (∗). The approximated solution can 
thus be written as: 
 

𝝓 = 𝝓0 + 𝜀𝝓1 + 𝒪(𝜀2), (2) 
 

where, 𝝓0 is the basic state; 𝝓1 is the perturbed state; and higher order terms are neglected, because 
𝜀 is relatively small. 
 

1.2.2 Free surface effects 
Free surface effects are effects caused by changes in the position of the water surface. These effects 
become more relevant for large values of the Froude number (Fox et al., 2015). The Froude number is 
defined as: 
 

Fr =
𝑈∗

√𝑔∗𝐻∗
, (3) 

 

where, Fr is the Froude number; 𝑈∗ is the amplitude of the depth-averaged flow velocity, in this case 
of the tidal flow; 𝑔∗ is the gravitational acceleration; and 𝐻∗ is the mean water depth. In this case, the 
water depth is much smaller than the wavelength of the tidal waves. Therefore, the dispersion relation 

for shallow water waves (Phillips, 1977) can be used: 𝜔∗2 = 𝑔∗𝐻∗𝑘∗2, where 𝜔∗ is the tidal frequency 
and 𝑘∗ is the tidal wavenumber. The depth-averaged flow velocity can thus be determined by 𝑈∗ =

√𝑔∗/𝐻∗𝑍∗. Substituting this expression in the definition for Fr (i.e., Eq.(3)), results in: 
 

Fr = 𝛿 =
𝑍∗

𝐻∗
. (4) 

 

Here, 𝛿 is the ratio between the amplitude of the free surface elevation and the mean water depth; 
and 𝑍∗ is the amplitude of the free surface elevation. Since 𝛿 is equal to Fr, free surface effects also 
become important when the change in the surface elevation is sufficiently large compared to the water 
depth, i.e., when 𝛿 is sufficiently large. 
 

1.2.3 Rigid lid assumption 
It is generally stated that when the rigid lid assumption is applied, the free surface effects are 
neglected. However, this statement should be read with care since using this assumption does not 
actually eliminate all effects that are related to the changes in the position of the water surface. Only 
the contribution of the free surface elevation to the water level is neglected (see Figure 2). The spatial 
derivative of the free surface (e.g., 𝜕𝜁∗/𝜕𝑥∗) which induces a pressure gradient is not eliminated (e.g., 
see application of rigid lid assumption in Hepkema et al., 2019, 2020; Schramkowski et al., 2002). 
 

 
Figure 2: Schematic representation of the model domain (a) when the rigid lid assumption is not applied; and (b) 
when the rigid lid assumption is applied.  
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The rigid lid assumption simplifies a linear stability analysis, particularly the process of defining a basic 
state, which must be a solution to the model equations. Applying this assumption makes it possible to 
neglect several terms in the hydrodynamic equations. The basic state can therefore be characterised 
by a spatially uniform flow over a flat bed (e.g., see basic state in Hepkema et al., 2019, 2020; 
Schramkowski et al., 2002). This means that there is no divergence of tidally averaged bed transport 
and hence no bed evolution. This directly implies that the bed in the basic state remains flat. Moreover, 
this spatially uniform basic state facilitates the use of a semi-analytical procedure2 to obtain the 
solution to the perturbed state. Part of this semi-analytical procedure is to predefine the 
monochromatic3 structure of the small bed perturbations. 
 
Without the rigid lid assumption, it is not possible to define a spatially uniform flow in the basic state 
that is valid over large spatial scales. Moreover, due to the spatial variations in the basic state, the 
structure of the small bed perturbations cannot be predefined. Therefore, a numerical procedure must 
be used to obtain the solution to the perturbed state. This procedure allows the formation of 
multichromatic4 bedforms.  
 

1.3 Knowledge gap 
Several studies have been conducted in which the linear stability concept is used to physically explain 
the formation of rhythmic bed features, including tidal bars, sand banks and sand waves. However, the 
rigid lid assumption, through which free surface effects are neglected, is currently applied in most of 
these studies. Because of this, physics-based explanations regarding the influence of propagating tidal 
waves on the formation of rhythmic bed features are lacking. This is most relevant for tidal bars in tidal 
channels, since these estuarine environments are characterised by tides that can lead to significant 
changes in the water depth. Because of this, free surface effects are probably more significant in tidal 
channels than in other environments. Since the rigid lid assumption is routinely adopted, there is a 
knowledge gap regarding the concept of performing a linear stability analysis in which this assumption 
is not applied. Moreover, little is currently known about the influence of this assumption on the results 
obtained through a linear stability analysis.  
 

1.4 Objective and research questions 
The objective of this master thesis is to develop a (numerical) linear stability model in which the rigid 
lid assumption is not applied and use this model to obtain physics-based insights into the influence of 
a propagating tidal wave on the formation of tidal bars. This model is referred to as the NRL model. 
This objective is to be achieved by answering the following research questions (RQ): 

1. How can a propagating tidal wave be considered in a linear stability model for tidal bars? 
2. How can we define a meaningful basic state for this NRL model? 
3. How can we obtain a solution to the perturbed state for this NRL model? 
4. What are the growth characteristics for this NRL model? 
5. What is the influence of a propagating tidal wave on the formation of tidal bars? 

 

1.5 Methods 
To answer the research questions, a (numerical) linear stability model is developed and used to analyse 
the formation of tidal bars. Hereafter, this model is referred to as the NRL (non-rigid lid) model (see 
Figure 3). The NRL model aims to include (instead of neglect) the free surface effects caused by a 
propagating tidal wave. The NRL model is compared to a traditional (semi-analytical) linear stability 
model in which the rigid lid assumption is applied. Hereafter, this traditional model is referred to as 
the (semi-analytical) RL (rigid lid) model (see Figure 3).  

 
2 The only non-analytical aspect of the semi-analytical procedure is the numerical solution of a matrix system 
accounting for the generation of overtides due to tide-topography interactions. 
3 Monochromatic bedforms are described by a single sinusoidal component (with a single wavenumber). 
4 Multichromatic bedforms are described by multiple sinusoidal components (with different wavenumbers). 
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First, a model is formulated for a propagating tidal wave in a tidal channel. This model consists of the 
depth-averaged hydrodynamic equations, a simple sediment transport formula and a sediment 
conservation equation for the bed evolution. Moreover, boundary conditions are defined that allow a 
tidal wave to propagate in the positive along-channel direction. This model formulation strictly applies 
to the NRL model. 
 
Next, we seek a spatially variant basic state for the NRL model, retaining a relatively flat bed but 
allowing for a propagating tidal wave. A scaling procedure is performed to analyse the relative 
importance of each of the terms in the model equations on different spatial and temporal scales and 
to identify several dimensionless parameters. The rigid lid assumption is not applied in this scaling 
procedure. Because of this, the free surface effects due to a propagating tidal wave are considered in 
the NRL model. An expansion in the Froude number is used to obtain a spatially variant solution to the 
basic state for the NRL model. In traditional linear stability models (see RL models in Figure 3), the basic 
flow is spatially uniform, thereby directly implying that the bed remains flat. This is however not the 
case for the NRL model due to the spatially variant basic flow caused by a propagating tidal wave. The 
sensitivity of the bed evolution in the spatially variant basic state must therefore be analysed to 
determine if the bed remains relatively flat under a propagating tidal wave. 
 
For traditional linear stability models, with a spatially uniform basic flow, the solution to the perturbed 
state can be obtained using a semi-analytical solution procedure (see semi-analytical RL model in 
Figure 3). This procedure breaks down when the solution to the basic state is spatially variant. 
Therefore, a numerical procedure is required to obtain the solution to the perturbed state for the NRL 
model. This numerical procedure is first applied to a linear stability model in which the rigid lid 
assumption is used (see numerical RL model in Figure 3). This is done to validate the numerical solution 
procedure. To construct the RL models, a separate scaling procedure is performed in which the rigid 
lid assumption is applied. Next, a spatially uniform basic state is defined. This is followed by the use of 
the numerical procedure to obtain the solution to the perturbed state. Note that the semi-analytical 
solution procedure is not explicitly described in this study. As part of this numerical procedure, a 
generalised eigenvalue problem for the evolution of the perturbed state is defined. The eigenvectors 
and eigenvalues that follow from this problem describe the structure of the bedforms and can be used 
to determine other bedform characteristics (i.e., growth rate, cross-channel mode and wavelength). 
The numerical procedure is validated by comparing the numerical solutions to those obtained using 
the semi-analytical solution procedure (see arrow A in Figure 3). 
 
Next, the numerical solution procedure for the perturbed state is applied to the NRL model in which a 
propagating tidal wave is considered. The (numerical) solutions for the NRL model are compared to 
the (semi-analytical) solutions for the RL model (see arrow B in Figure 3). Several aspects of these 
solutions are noted, interpreted and discussed. From these aspects, statements are derived regarding 
the influence of a propagating tidal wave on the formation of tidal bars. 
 
Figure 3 contains an overview of the models used throughout this study (shaded rounded rectangles), 
including the relations between these models (arrows), the chapters in which these models are used 
(areas separated by dashed lines) and the characteristics of these models (table). Note that Chapter 2 
contains a model formulation that strictly applies to the NRL model. However, this model formulation 
is altered (as described in Section 4.1) to comply with the RL models. 
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Figure 3: Overview of the linear stability models that are used throughout this study (shaded rounded rectangle), 
including, the relations between these models (arrows), the chapters in which these models are used (areas 
separated by dashed lines) and the characteristics of these models (table). 

 
 

1.6 Report structure 
The report is structured as follows. Chapter 2 contains the model formulation for the NRL model in 
which a propagating tidal wave is considered (RQ1). This chapter contains descriptions of the 
geometry, hydrodynamics, sediment transport and bed evolution. In Chapter 3, the spatially variant 
solution to the basic state is determined for the NRL model (RQ2). This chapter contains a scaling 
procedure in which the rigid lid assumption is not applied, a spatially variant solution to the basic state 
and an analysis of the sensitivity of the bed evolution under a propagating tidal wave. In Chapter 4, the 
numerical solution procedure for the perturbed state is described and applied to the RL model (RQ3). 
This chapter contains a separate scaling procedure in which the rigid lid assumption is applied, a 
spatially uniform solution to the basic state, the numerical solution procedure for the perturbed state 
and a comparison between the numerical and semi-analytical solutions. In Chapter 5, the numerical 
solution procedure is applied to the NRL model in which a propagating tidal wave is considered (RQ4). 
This chapter contains the numerical solution for the perturbed state, followed by a comparison 
between the solutions for the NRL and RL model. Chapter 6 contains the discussion in which the results 
for the NRL model are interpreted and discussed, statements are derived regarding the influence of a 
propagating tidal wave on the formation of tidal bars (RQ5) and the NRL model is evaluated. Finally, 
Chapter 7 contains the conclusion in which the research questions are answered, and an outlook is 
given on further research regarding the influence of a propagating tidal wave on the formation of 
rhythmic bed features. 
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2. Model formulation for a propagating tidal wave in a tidal channel 
This chapter contains the model formulation for the NRL model in which a propagating tidal wave is 
considered (see Figure 3). 
 

2.1 Model outline 
A simple model is formulated for a propagating tidal wave in a straight tidal channel. To keep this 
model a simple as possible, only the physical processes of the system are captured that are essential 
for this study. A model domain is defined with a fixed channel width, with closed boundaries on either 
side, and a fixed channel length, with open boundaries on either side. Because we want to analyse the 
influence of a propagating tidal wave, the domain length is equal to the tidal wavelength, i.e., 475 km 
based on the tidal wave for the reduced friction case (see Figure 5). Similar to previous linear stability 
studies for tidal bars and sand banks (i.e., Hepkema et al., 2019, 2020; Hulscher et al., 1993; Huthnance, 
1982a, 1982b; Schramkowski et al., 2002), the flow is modelled using a depth-averaged approach, 
thereby neglecting its vertical structure. The Coriolis effect is not considered, because the width of the 

tidal channel is small compared to the Rossby deformation radius, i.e., 𝑅∗ = √𝑔∗𝐻∗/|𝑓∗| ≈ 66 km 

based on the Coriolis parameter 𝑓∗ = 1.15 ∙ 10−4 s−1 (for 52° N) and the other parameters in Table 
1. Boundary conditions are defined that allow a tidal wave to propagate in the positive along-channel 
direction. A simple sediment transport formula is used to model bed load transport. As mentioned by 
Hepkema et al. (2020), this transport formula corresponds to most bed load and total load sediment 
transport formulations depending on the different choices for the parameter values (Soulsby, 1997). 
Because of this, and to keep the model as simple as possible, suspended load is not modelled using a 
separate formula. Lastly, a sediment conservation equation is used to model the bed evolution. 
 

2.2 Geometry 
The model is used to analyse the formation of tidal bars in a straight tidal channel. The model geometry 
under consideration therefore consists of a two-dimensional rectangular channel with a length 𝐿𝑑𝑜𝑚

∗ , 
constant width 𝐵∗ and mean water depth 𝐻∗. A schematic representation of the model geometry is 
shown in Figure 4. 
 
The model uses the coordinate system 𝒙∗ = [𝑥∗, 𝑦∗, 𝑧∗], in which 𝑥∗ and 𝑦∗ are the along-channel and 
cross-channel coordinates, respectively. The corresponding depth-averaged flow velocities are 
denoted by 𝒖∗ = [𝑢∗, 𝑣∗]𝑇. The flow in the channel is induced by a 𝑀2 tide (with free surface amplitude 
𝑍∗, typical velocity 𝑈∗ and frequency 𝜔∗). 𝑧∗ is the vertical coordinate, with 𝑧∗ = 𝜁∗ is the free surface 
level, where 𝜁∗ is the free surface elevation, and 𝑧∗ = −𝐻∗ + ℎ∗ is the bed level, where 𝐻∗ is the mean 
water depth and ℎ∗ is the bed topography. Both 𝜁∗ and ℎ∗ depend on the horizontal coordinates 𝑥∗ 
and 𝑦∗ as well as on time 𝑡∗. Note that vectors are denoted using bold symbols (e.g., 𝒙∗) and 
dimensional quantities are denoted by an asterisk (∗). An overview of the model parameters, and their 
values for the Western Scheldt in the Netherlands, is given in Table 1. 
 

 
Figure 4: Schematic representation of the model geometry: (a) the along-channel section in the (𝑥, 𝑧)-plane; and 
(b) the cross-channel section in the (𝑦, 𝑧)-plane. 𝑥∗, 𝑦∗ and 𝑧∗ denote the axes of the three-dimensional coordinate 
system (𝑥∗ is along-channel direction and 𝑦∗ is the cross-channel direction); 𝐿𝑑𝑜𝑚

∗  is the domain length; 𝐵∗ is the 
channel width; 𝐻∗ is the mean water depth; 𝜁∗ is the free surface elevation; and ℎ∗ is the bed topography. 
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Table 1: Overview of the model parameters and their values for two cases in the Western Scheldt: the standard 
friction case and the reduced friction case (altered values are given between parentheses). 

Model parameter Symbol Value3 Unit 

Domain length 𝐿𝑑𝑜𝑚
∗  475 km 

Channel width1 𝐵∗ 5 km 
Mean water depth1 𝐻∗ 10 m 
Amplitude of free surface elevation 𝑍∗ 1 m 
Amplitude of the depth-averaged flow velocity2 𝑈∗ 0.99 m s−1 
Tidal frequency (𝑀2 tide)1 𝜔∗ 1.4 ∙ 10−4 rad s−1 
Tidal wavenumber (𝑀2 tide)2 𝑘∗ 1.4 ∙ 10−5 rad m−1 
Gravitational acceleration 𝑔∗ 9.81 m s−2 

Linear friction coefficient2 𝑟∗ 
2.1 ∙ 10−3 

(9.5 ∙ 10−5) 
m s−1 

Bed load coefficient1 𝛼∗ 
3.0 ∙ 10−4 

(1.4 ∙ 10−5) 
m2−b1sb1−1 

Bed load exponent for the drag term1 𝑏1 3.0 − 
Bed load exponent for the slope term1 𝑏2 2.0 − 
Bed slope correction coefficient1 𝜆∗ 5.0 [m s−1]𝑏1−𝑏2 

Bed porosity1 𝑝 0.4 − 

Morphological time scale2 𝑇𝑚
∗  

46 
(1077) 

yr 

1Values from Hepkema et al. (2020). 2Values calculated using the equations in this report. 3A reduced friction 
case is analysed in which the linear friction coefficient (𝑟∗) and bed load coefficient (𝛼∗) are reduced such that 
the amplitude of the tidal wave remains approximately constant over the model domain (i.e., one tidal 
wavelength). The coefficients for the reduced friction case (given between parentheses) are obtained by 
multiplying the coefficients (𝑟∗ and 𝛼∗) for the standard friction case by 1/22. These altered coefficients (𝑟∗ 
and 𝛼∗) are used in the equations in this report to determine the other coefficients for the reduced friction 
case (e.g., 𝑇𝑚

∗ ). 
 

2.3 Hydrodynamics 
The depth-averaged (2DH) shallow water equations, consisting of a continuity equation and two 
momentum equations, are used to model the conservation of mass and momentum: 
 

𝜕(𝜁∗ − ℎ∗)

𝜕𝑡∗
+

𝜕[(𝐻∗ + 𝜁∗ − ℎ∗)𝑢∗]

𝜕𝑥∗
+

𝜕[(𝐻∗ + 𝜁∗ − ℎ∗)𝑣∗]

𝜕𝑦∗
= 0, (5) 

𝜕𝑢∗

𝜕𝑡∗
+ 𝑢∗

𝜕𝑢∗

𝜕𝑥∗
+ 𝑣∗

𝜕𝑢∗

𝜕𝑦∗
+ 𝑔∗

𝜕𝜁∗

𝜕𝑥∗
+

𝑟∗𝑢∗

𝐻∗ + 𝜁∗ − ℎ∗
= 0, (6) 

𝜕𝑣∗

𝜕𝑡∗
+ 𝑢∗

𝜕𝑣∗

𝜕𝑥∗
+ 𝑣∗

𝜕𝑣∗

𝜕𝑦∗
+ 𝑔∗

𝜕𝜁∗

𝜕𝑦∗
+

𝑟∗𝑣∗

𝐻∗ + 𝜁∗ − ℎ∗
= 0. (7) 

 
In these equations, 𝑔∗ is the gravitational acceleration; and 𝑟∗ = 8𝑐𝑑

∗𝑈∗/(3𝜋) is the linear friction 
coefficient, where 𝑐𝑑

∗ = 2.5 ∙ 10−3 is the drag coefficient of the sediment (Zimmerman, 1982). 
 
A boundary condition is imposed at 𝑥∗ = 0 which demands that both the free water surface (𝜁∗) and 
along-channel flow velocity (𝑢∗) must follow sinusoidal wave descriptions (in time): 
 

𝜁∗(𝑡∗) = 𝑍∗ cos(𝜔∗𝑡∗) , 𝑢∗(𝑡∗) = 𝑈∗ cos(𝜔∗𝑡∗ − 𝜑) , at 𝑥∗ = 0, (8) 

 
in which 𝜑 is the phase lag between the sinusoidal wave for the free water surface and along-channel 
flow velocity. Moreover, the sinusoidal waves are only allowed to propagate in the positive along-
channel direction (i.e., positive 𝑥-direction). 
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The boundary conditions that are imposed at the sides of the channel demand that there is no 
transport of water through these boundaries: 
 

𝑣∗ = 0, at 𝑦∗ = 0, 𝐵∗. (9) 
 
Initial conditions are not defined since the hydrodynamic system is assumed to be in a dynamic 
equilibrium response to an external wave forcing. 
 

2.4 Sediment transport 
Sediment transport is assumed to be only due to bed load transport. Sediment transport is therefore 
modelled using an empirical bed load transport formula. This formula is analogue to the one used in 
most linear stability studies (e.g., Hulscher, 1996; Hulscher et al., 1993), but with separate bed load 
exponents for the drag and slope terms. The bed load exponent is separated to make the formula 
compatible with the numerical solution procedure for the perturbed state (see Chapter 4). In this 
transport formula, bed load is described as a power of the flow velocity with a bed slope correction: 
 

𝒒∗ = 𝛼∗ (|𝒖∗|𝑏1
𝒖∗

|𝒖∗|
− |𝒖∗|𝑏2𝜆∗𝛁∗ℎ∗), (10) 

 

where, 𝒒∗ = [𝑞𝑥
∗ , 𝑞𝑦

∗ ]
𝑇

 is the volumetric bed load sediment flux; 𝛼∗ is the bed load coefficient; 𝑏1 and 

𝑏2 are the bed load exponents for the drag term and slope term, respectively; and 𝜆∗ is the bed slope 
correction coefficient. Moreover, in this vector notation, 𝛁∗ = [𝜕/𝜕𝑥∗, 𝜕/𝜕𝑦∗]𝑇 is the nabla operator. 
This sediment transport formula does not consider a critical shear stress. 
 

2.5 Bed evolution 
The bed evolution, due to bed load transport, is modelled using the Exner equation stating 
conservation of sediment (Exner, 1920, 1925): 
 

(1 − 𝑝)
𝜕ℎ∗

𝜕𝑡∗
= −𝛁∗ ∙ 𝒒∗, (11) 

 
where, 𝑝 is the porosity of the bed (usually 𝑝 = 0.4). Combining the Exner equation with the sediment 
transport formula in Eq.(10) results in: 
 

(1 − 𝑝)
𝜕ℎ∗

𝜕𝑡∗
= −𝛼∗𝛁∗ ∙ (|𝒖∗|𝑏1

𝒖∗

|𝒖∗|
− |𝒖∗|𝑏2𝜆∗𝛁∗ℎ∗). (12) 

 
Hereafter, the bed evolution equation in Eq.(12) is considered instead of Eq.(10) and Eq.(11). The thus 
eliminated system variables for the bed load sediment fluxes (𝑞𝑥 and 𝑞𝑦) are therefore also omitted 

from the mathematical description for the state of the system (see Eq.(1)). 
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3. Basic state when including a propagating tidal wave 
In this chapter the solution to the basic state is determined for the NRL model in which a propagating 
tidal wave is considered (see Figure 3). 
 

3.1 Scaling procedure without rigid lid assumption 
3.1.1 Scaled coordinates and variables 
The coordinates and variables of the NRL model are scaled as follows: 
 

𝒙 = 𝒙∗𝑘∗, 𝑡 = 𝑡∗𝜔∗, 𝜏 =
𝑡∗

𝑇𝑚
∗ , 

𝜁 =
𝜁∗

𝑍∗
, 𝒖 =

𝒖∗

𝑈∗
, ℎ =

ℎ∗

𝐻∗
, 

(13) 

in which: 

𝑈∗ = √
𝑔∗

𝐻∗
𝑍∗, 𝑇𝑚

∗ =
(1 − 𝑝)𝐻∗

𝛼∗𝑘∗
𝑈∗−𝑏1 . (14) 

 
In the first expression, 𝒙 = [𝑥, 𝑦] are the dimensionless horizontal spatial coordinates; and 𝑘∗ is the 
tidal wavenumber, which is used to define the horizontal length scale (1/𝑘∗). The second and third 
expression show that the problem has two time scales: the tidal time scale (1/𝜔∗) with coordinate 𝑡 
and the morphological time scale (𝑇𝑚

∗ ) with coordinate 𝜏. In the other expressions, the scaled variables 
(𝜁, 𝒖 and ℎ) are the dimensionless versions of their dimensional counterparts (𝜁∗, 𝒖∗ and ℎ∗). 
 
The model equations are scaled using these nondimensional coordinates and variables and the 
dispersion relation for shallow water waves (Phillips, 1977): 
 

𝜔∗2 = 𝑔∗𝐻∗𝑘∗2. (15) 

 

3.1.2 Scaled model equations 
The model equations are scaled using the abovementioned scales and dispersion relation. Note that 
the rigid lid assumption is not applied when scaling the model equations for the NRL model. The scaled 
model equations for the NRL model become: 
 

𝜕𝜁

𝜕𝑡
+

𝜕[(1 + 𝛿𝜁 − ℎ)𝑢]

𝜕𝑥
+

𝜕[(1 + 𝛿𝜁 − ℎ)𝑣]

𝜕𝑦
= 0, (16) 

𝜕𝑢

𝜕𝑡
+ 𝛿𝑢

𝜕𝑢

𝜕𝑥
+ 𝛿𝑣

𝜕𝑢

𝜕𝑦
+

𝜕𝜁

𝜕𝑥
+

𝑟𝑢

1 + 𝛿𝜁 − ℎ
= 0, (17) 

𝜕𝑣

𝜕𝑡
+ 𝛿𝑢

𝜕𝑣

𝜕𝑥
+ 𝛿𝑣

𝜕𝑣

𝜕𝑦
+

𝜕𝜁

𝜕𝑦
+

𝑟𝑣

1 + 𝛿𝜁 − ℎ
= 0, (18) 

𝜕ℎ

𝜕𝜏
= −𝛁 ∙ 〈|𝒖|𝑏1

𝒖

|𝒖|
− |𝒖|𝑏2𝜆𝛁ℎ〉. (19) 

 
Here, 〈 ∙ 〉 denotes averaging over a tidal period. The morphological time scale is relatively large (see 
Table 1). The bed topography will thus hardly vary on the tidal time scale. This implies that the bed 
topography (ℎ) is effectively a function of the slow morphological time (𝜏). Therefore, the 
hydrodynamic variables (𝜁, 𝑢 and 𝑣) directly depend on the tidal time (𝑡) and are only indirectly 
dependent on the morphological time through ℎ(𝜏). Moreover, the relatively slow evolution of the 
bed topography is not directly determined by the sediment transport within a tidal cycle, but rather 
by the tidally averaged (or net) sediment fluxes. This explains the tidally averaged sediment fluxes in 
Eq.(19). To compute these fluxes, the hydrodynamic equations must be solved at the tidal time scale. 
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Scaling the boundary conditions given in Eq.(8) and Eq.(9) results in: 
 

𝜁(𝑡) = cos(𝑡) , 𝑢(𝑡) = cos(𝑡 − 𝜑) , at 𝑥 = 0, (20) 

𝑣 = 0, at 𝑦 = 0, 𝐵. (21) 
 
The flowing dimensionless parameters are used in the scaled equations and boundary conditions for 
the NRL model: 
 

𝐿𝑑𝑜𝑚 = 𝐿𝑑𝑜𝑚
∗ 𝑘∗, 𝐵 = 𝐵∗𝑘∗, 𝛿 = Fr =

𝑍∗

𝐻∗
, 𝑟 =

𝑟∗

𝐻∗𝜔∗
, 

𝜆 = 𝜆∗𝑘∗𝐻∗𝑈∗𝑏2−𝑏1 , 𝑇𝑚 = 𝑇𝑚
∗ 𝜔∗ =

(1 − 𝑝)𝐻∗𝜔∗

𝛼∗𝑘∗𝑈∗𝑏1
, 

(22) 

 
where, 𝛿 is the ratio between the amplitude of the free surface wave and the mean water depth. In 

this case 𝛿 is equal to the Froude number Fr = 𝑈∗/√𝑔∗𝐻∗, since 𝑈∗ = √𝑔∗/𝐻∗𝑍∗ (see Subsection 

1.2.2). The other parameters (𝐿𝑑𝑜𝑚, 𝐵, 𝑟, 𝜆 and 𝑇𝑚) are the dimensionless versions of their dimensional 
counterparts (𝐿𝑑𝑜𝑚

∗ , 𝐵∗, 𝑟∗, 𝜆∗ and 𝑇𝑚
∗ ). An overview of the dimensionless parameters, and their values 

for the Western Scheldt, is given in Table 2. 
 

Table 2: Overview of the dimensionless parameters and their values for the Western Scheldt. 

Dimensionless model parameter Symbol Value1,2 Expression 

Dimensionless channel length 𝐿𝑑𝑜𝑚 6.8 𝐿𝑑𝑜𝑚
∗ 𝑘∗ 

Dimensionless channel width 𝐵 7.1 ∙ 10−2 𝐵∗𝑘∗ 
Ratio between the amplitude of the free surface 
wave and the mean water depth (equal to Fr) 

𝛿 0.1 𝑍∗/𝐻∗ 

Dimensionless linear friction coefficient 𝑟 
1.5 

(6.8 ∙ 10−2) 
𝑟∗/(𝐻∗𝜔∗) 

Dimensionless bed slope correction coefficient 𝜆 7.2 ∙ 10−4 𝜆∗𝑘∗𝐻∗𝑈∗𝑏2−𝑏1  

Dimensionless morphological time scale 𝑇𝑚 
2.0 ∙ 105 

(4.5 ∙ 106) 
𝑇𝑚

∗ 𝜔∗ 

1Values are based on Table 1. 2Altered values for the reduced friction case are given between parentheses. 

 

3.2 Spatially variant basic state 
3.2.1 Formulation of the spatially variant basic state 
The basic state (𝝓0) for the NRL model is described as a unidirectional flow in the along-channel 
direction over a flat bed. This is symbolically written as: 
 

𝝓0 = [𝜁0, 𝑢0, 0,0]𝑇 , (23) 

 
since, 𝑣0 = 0, and ℎ0 = 0. The hydrodynamic model equations for the basic state become: 
 

𝜕𝜁0

𝜕𝑡
+

𝜕𝑢0

𝜕𝑥
+ 𝛿𝑢0

𝜕𝜁0

𝜕𝑥
+ 𝛿𝜁0

𝜕𝑢0

𝜕𝑥
= 0, (24) 

𝜕𝑢0

𝜕𝑡
+ 𝛿𝑢0

𝜕𝑢0

𝜕𝑥
+

𝜕𝜁0

𝜕𝑥
+

𝑟𝑢0

1 + 𝛿𝜁0
= 0. (25) 

 
Moreover, the bed is assumed to remain flat in the basic state. If this is indeed the case, the solution 
for the basic flow should satisfy: 
 

𝜕

𝜕𝑥
〈|𝑢0|

𝑏1−1𝑢0〉 = 0. (26) 
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3.2.2  Solution to the spatially variant basic state 
Assuming the ratio 𝛿 = 𝑍/𝐻 is small, we expand the system variables (𝝓0) in the Froude number: 
 

𝝓0 = 𝝓00 + 𝛿𝝓01 + 𝒪(𝛿2). (27) 

 
This is similar to Hulscher (1993), in which an expansion in the Froude number is used to find a solution 
to the basic state with flow components in both horizontal directions. The solution obtained by 
Hulscher is of zeroth order in Froude number (𝛿0). In this study, we also use an expansion in the Froude 
number, but aim to find a solution to the basic state that is of first order (𝛿1). Here, including higher 
order terms is desired, since including these terms results in a more accurate description of the 
propagating tidal wave. 
 
Applying the expansion (i.e., Eq.(27)) to the model equations in Eq.(24) and Eq.(25) and the boundary 
conditions in Eq.(20) yields the model equations at the leading order (or zeroth order) (𝛿0): 
 

𝜕𝜁00

𝜕𝑡
+

𝜕𝑢00

𝜕𝑥
= 0, (28) 

𝜕𝑢00

𝜕𝑡
+

𝜕𝜁00

𝜕𝑥
+ 𝑟𝑢00 = 0, (29) 

with boundary conditions5: 

𝜁00(𝑡) = cos(𝑡) , 𝑢00(𝑡) = cos(𝑡 − 𝜑) , at 𝑥 = 0. (30) 
 
Similarly, the model equations at the first order (𝛿1) become: 
 

𝜕𝜁01

𝜕𝑡
+

𝜕𝑢01

𝜕𝑥
+ 𝑢00

𝜕𝜁00

𝜕𝑥
+ 𝜁00

𝜕𝑢00

𝜕𝑥
= 0, (31) 

𝜕𝑢01

𝜕𝑡
+

𝜕𝜁01

𝜕𝑥
+ 𝑢00

𝜕𝑢00

𝜕𝑥
+ 𝑟𝑢01 − 𝑟𝜁00𝑢00 = 0, (32) 

with boundary conditions: 

𝜁01(𝑡) = 0, 𝑢01(𝑡) = 0, at 𝑥 = 0. (33) 
 
A possible solution to the leading order (i.e., Eq.(28) to Eq.(30)), is: 
 

𝜁00 = Re{exp(𝑖[𝑘⊕𝑥 − 𝑡])}, 𝑢00 = Re {
1

𝑘⊕
exp(𝑖[𝑘⊕𝑥 − 𝑡])}. (34) 

 
Subsequently, the solution to the first order can be found by substituting the solution to the leading 
order in Eq.(31) and Eq.(32). This results in: 
 

𝜁01 = Re {−
3𝑖−2𝑟

4𝑘⊕
𝑥 exp(2𝑖[𝑘⊕𝑥 − 𝑡]) −

1

8𝑘𝑖
2 (

𝑘⊖

𝑘⊕
− 1 − 𝑖𝑟 (1 +

𝑘⊕

𝑘⊖
−

𝑘⊖

𝑘⊕
)) exp(−2𝑘𝑖𝑥)},  

𝑢01 = Re {−(
3𝑖 − 2𝑟

4𝑘⊕
2 𝑥 +

4𝑘⊕
2 − 3 − 2𝑖𝑟

8𝑘⊕
3 )exp(2𝑖[𝑘⊕𝑥 − 𝑡]) +

𝑖𝑘⊕

4𝑘𝑖𝑘⊖
exp(−2𝑘𝑖𝑥)}. 

(35) 

 

In these solutions, 𝑘⊕ = √1 + 𝑖𝑟 is a complex wavenumber; and 𝑘⊖ = √1 − 𝑖𝑟 is the complex 

conjugate of 𝑘⊕. Moreover, 𝑘𝑟 and 𝑘𝑖 are the real and imaginary parts of 𝑘⊕, respectively. These 
complex wavenumbers are thus defined as follows:  

 
5 Here the phase lag (𝜑) cannot be chosen freely but follows from the solution to the leading order (i.e., 
exp(−𝑖𝜑) = 1/𝑘⊕). This solution must be a tidal wave that can only propagate in the positive along-channel 

direction, due to the boundary conditions imposed at 𝑥∗ = 0. 
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𝑘⊕ = 𝑘𝑟 + 𝑖𝑘𝑖 = √1 + 𝑖𝑟, 𝑘⊖ = 𝑘𝑟 − 𝑖𝑘𝑖 = √1 − 𝑖𝑟. (36) 

 
The solution for the bed evolution in the basic state can be obtained by substituting the expression for 
the basic flow in Eq.(26). This can be done to analyse if the divergence of the tidally averaged bed 
transport, and hence the evolution of the bed, is indeed equal to zero, thereby satisfying Eq.(26). 
 
The solutions to the basic state are visualised in Figure 5. This figure shows the free water surface (𝜁∗), 
along-channel depth-averaged velocity (𝑢∗) and bed evolution (𝑑ℎ∗/𝑑𝑡∗) as a function of the along-
channel distance. The solutions are shown for the NRL model (see Figure 3) applied to three cases in 
the Western Scheldt (see Table 1): the case without friction (i.e., the standard friction case with 𝑟∗ =
0 m/s), the reduced friction case and the standard friction case. Here, the case without friction is 
included to explicitly show why friction must be included in the model. 
 
Figure 5 shows that the solutions for the free water surface and depth-averaged velocity are both 
described by sinusoidal waves that become increasingly distorted as they travel in the along-channel 
direction. The distortion of the sinusoidal waves is caused by the phase lag between the solutions for 
the leading order and first order. Without friction, the amplitude of the tidal wave increases as it 
propagates in the along-channel direction. Conversely, for the standard friction case, the amplitude of 
the wave decreases rapidly. For the reduced friction case, the linear friction coefficient is chosen such 
that the amplitude of the wave remains approximately constant over the model domain (i.e., between 
𝑥∗ = 0 and 475 km). Thereafter (i.e., 𝑥∗ > 475 km), the amplitude of the wave decreases slowly. 
 

 
Figure 5: Solutions to the basic state: (top) free water surface (𝜁∗ in 𝑚); (centre) along-channel depth-averaged 
velocity (𝑢∗ in 𝑚/𝑠); and (bottom) bed evolution (𝑑ℎ∗/𝑑𝑡∗ in 𝑐𝑚/𝑦𝑟), all as a function of the along-channel 
distance (𝑥 in 𝑘𝑚) at 𝑡∗ = 0 𝑠. The solutions are shown for the NRL model (Figure 3) applied to three cases in the 
Western Scheldt (Table 1): (a) the case without friction (i.e., the standard friction case with 𝑟∗ = 0 𝑚/𝑠); (b) the 
reduced friction case; and (c) the standard friction case. The solid, dashed and dotted coloured lines represent the 
total solution, leading order solution and first order solution, respectively. The grey dashed line denotes the length 
of the model domain (i.e., 𝐿𝑑𝑜𝑚

∗ = 475 𝑘𝑚).  and  denote the maximum absolute bed evolution for the 
reduced and standard friction cases in the Western Scheldt, respectively.  
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Figure 5 also contains the solutions for the bed evolution. Note that the bed evolution is not shown for 
the case without friction. This is because when friction is neglected, the divergence of the tidally 
averaged bed transport, and thus the bed evolution, is equal to zero (see Subsection 6.1.1). The 
solutions for the other cases show that when friction is included, the strongest absolute bed evolution 
occurs at the left side of the model domain (i.e., at 𝑥∗ = 0 km). Moreover, the standard friction case 
has a stronger and more localised erosion of the bed at the left side of the domain. The influence of 
multiple parameters on the maximum bed evolution is further analysed in Section 3.3. 
 
Finally, it should be noted that this spatially variant solution to the basic state is only valid up to an 
along-channel distance of 𝛿𝑥 ≪ 1, since the solution is of first order in Froude number (𝛿1). For the 
Western Scheldt this implies 𝑥∗ ≪ ~700 km. The solution to the basic state is therefore considered 
to be sufficiently accurate, since the model has a domain length of 475 km and tidal bars have typical 
wavelengths between 1 and 15 km (Hepkema et al., 2019). 
 

3.3 Sensitivity of the bed evolution in the spatially variant basic state 
The basic state must represent a steady system with a flow over a flat bed, i.e., without rhythmic 
bedforms (Dodd et al., 2003). When the rigid lid assumption is applied, as is the case for the RL models, 
the basic state is characterised by a spatially uniform flow over a flat bed. Because of this, there is no 
divergence of tidally averaged bed transport. Hence, there is no bed evolution (i.e., 𝑑ℎ∗/𝑑𝑡∗ = 0 m/s). 
The bed thus remains flat in the basic state. 
 
An analysis is performed to determine if the bed in the basic state also remains relatively flat when a 
propagating tidal wave is considered. The results for this analysis are given in Figure 6 to Figure 8. In 
Figure 6 and Figure 7, the maximum absolute bed evolution (𝑑ℎ∗/𝑑𝑡∗) is shown as a function of the 
amplitude of the free surface elevation (𝑍∗) and mean water depth (𝐻∗). These figures correspond to 
the standard and reduced friction cases in the Western Scheldt (see Table 1), respectively. Similarly, 
Figure 8 shows the maximum absolute bed evolution as a function of the linear friction coefficient (𝑟∗) 
and bed load coefficient (𝛼∗). In these figures  and  denote the standard and reduced friction cases 
in the Western Scheldt, respectively. 
 
For the standard friction case (see Figure 6), the maximum absolute bed evolution varies between 0 
and 100 cm/yr for the analysed parameter regime. For the reduced friction case (see Figure 7) the 
bed evolution varies between 0 and 2 cm/yr for the same parameter regime. Both figures show that 
the bed evolution increases for an increasing Froude number. Figure 8 shows that the maximum 
absolute bed evolution varies between 0 and 25 cm/yr for the analysed parameter regime. The bed 
evolution is maximised when the linear friction coefficient is 𝑟∗ ≈ 1.5 ∙ 10−3 m/s and increases for an 
increasing bed load coefficient. 
 
In the Western Scheldt, the maximum absolute bed evolution is approximately 12.3 cm/yr for the 
standard friction case and approximately 0.1 cm/yr for the reduced friction case (see  and  in 
Figure 5 to Figure 8, respectively). To conclude if the bed in the basic state remains relatively flat, these 
values must be compared to the approximated bed evolution in the perturbed state. If the bed 
evolution in the basic state is small compared to the evolution of the bed in the perturbed state, it is 
valid to conclude that the bed in the basic state remains relatively flat under a propagating tidal wave. 
This is important because the basic state must represent a steady system with a flow over a flat bed. 
The validity of the solution to the basic state for the NRL model is further analysed in Subsection 6.1.1. 
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Figure 6: Maximum absolute bed evolution (𝑑ℎ∗/𝑑𝑡∗ in 𝑐𝑚/𝑦𝑟) as a function of the amplitude of the free surface 
elevation (𝑍∗ in 𝑚) and mean water depth (𝐻∗in 𝑚). The bed evolution is shown for the NRL model (Figure 3) 
applied to the standard friction case in the Western Scheldt (Table 1). The solid contour lines are given on an 
interval of 20 𝑐𝑚/𝑦𝑟. The dashed lines visualise lines along which the Froude number is constant (0.01, 0.05, 0.1 
and 0.2).  denotes the standard friction case in the Western Scheldt. 

 

 
Figure 7: Maximum absolute bed evolution (𝑑ℎ∗/𝑑𝑡∗ in 𝑐𝑚/𝑦𝑟) as a function of the amplitude of the free surface 
elevation (𝑍∗ in 𝑚) and mean water depth (𝐻∗in 𝑚). The bed evolution is shown for the NRL model (Figure 3) 
applied to the reduced friction case in the Western Scheldt (Table 1). The solid contour lines are given on an 
interval of 0.5 𝑐𝑚/𝑦𝑟. The dashed lines visualise lines along which the Froude number is constant (0.01, 0.05, 0.1 
and 0.2).  denotes the reduced friction case in the Western Scheldt. 
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Figure 8: Maximum absolute bed evolution (𝑑ℎ∗/𝑑𝑡∗ in 𝑐𝑚/𝑦𝑟) as a function of the linear friction coefficient (𝑟∗ 

in 𝑚/𝑠) and bed load coefficient (𝛼∗in 𝑚2−𝑏1𝑠𝑏1−1). The bed evolution is shown for the NRL model (Figure 3) 
applied to the Western Scheldt (Table 1). The solid contour lines are given on an interval of 0.05 𝑚/𝑦𝑟.  and  
denote the standard and reduced friction cases in the Western Scheldt, respectively. 
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4. Numerical solution procedure for the perturbed state 
In this chapter the numerical solution procedure for the perturbed state is introduced. Recall that this 
procedure is developed because the semi-analytical procedure breaks down when the solution to the 
basic state is spatially variant, as is the case for the NRL model. Here, the numerical procedure is 
applied to the RL model with a spatially uniform basic state (see Figure 3). This is done to validate the 
numerical solution procedure. First, the model formulation in Chapter 2 is altered to comply with the 
RL models. This is done by scaling and altering the equations and boundary conditions such that the 
model represents a section of the tidal channel that is short compared to the tidal wavelength. This 
differs from the formulation for the NRL model in Chapter 2, in which the section of the channel is 
approximately equal to the tidal wavelength. Next, a spatially uniform basic flow is defined for the RL 
model, thereby directly implying that the bed in the basic state remains flat. Thereafter, the numerical 
procedure is used to obtain the solutions to the perturbed state. Finally, the numerical solution 
procedure is validated by comparing these numerical solutions to those obtained using the semi-
analytical procedure (see arrow A in Figure 3). 
 

4.1 Scaling procedure with rigid lid assumption 
4.1.1 Scaled coordinates and variables 
The coordinates and variables of the RL model are scaled as follows: 
 

𝒙 = 𝒙∗𝑘𝑚
∗ = 𝒙∗

𝜔∗

𝑈∗
, 𝑡 = 𝑡∗𝜔∗, 𝜏 =

𝑡∗

𝑇𝑚
∗ , 

𝜁 =
𝜁∗

𝛿𝑍∗
, 𝒖 =

𝒖∗

𝑈∗
, ℎ =

ℎ∗

𝐻∗
, 

(37) 

in which: 

𝑈∗ = √
𝑔∗

𝐻∗
𝑍∗, 𝑇𝑚

∗ =
(1 − 𝑝)𝐻∗

𝛼∗𝜔∗𝑈∗𝑏1−1
. (38) 

 
In the first expression, 𝑘𝑚

∗ = 𝜔∗/𝑈∗ is the morphological wavenumber. Note that a few of these 
expressions (for 𝒙, 𝜁 and 𝑇𝑚

∗ ) differ slightly from those used in the NRL model (see Eq.(13) and Eq.(14)). 
This is because the RL model represents a section of the tidal channel that is short compared to the 
tidal wavelength, while the NRL model represents a section of the channel that is approximately equal 
to the tidal wavelength. 
 

4.1.2 Scaled model equations 
The rigid lid assumption is applied when scaling the model equations for the RL model. This assumption 
implies that terms of the order Froude number squared (𝛿2) are neglected. This is motivated by the 
relatively small value of the Froude number (see Table 2). The scaled model equations for the RL model 
become: 
 

 
𝜕𝜁

𝜕𝑡
 +

𝜕[(1 +  𝛿𝜁 − ℎ)𝑢]

𝜕𝑥
+

𝜕[(1 +  𝛿𝜁 − ℎ)𝑣]

𝜕𝑦
= 0, (39) 

𝜕𝑢

𝜕𝑡
+  𝛿 𝑢

𝜕𝑢

𝜕𝑥
+  𝛿 𝑣

𝜕𝑢

𝜕𝑦
+

𝜕𝜁

𝜕𝑥
+

𝑟𝑢

1 +  𝛿𝜁 − ℎ
= 0, (40) 

𝜕𝑣

𝜕𝑡
+  𝛿 𝑢

𝜕𝑣

𝜕𝑥
+  𝛿 𝑣

𝜕𝑣

𝜕𝑦
+

𝜕𝜁

𝜕𝑦
+

𝑟𝑣

1 +  𝛿𝜁 − ℎ
= 0, (41) 

𝜕ℎ

𝜕𝜏
= −𝛁 ∙ 〈|𝒖|𝑏1

𝒖

|𝒖|
− |𝒖|𝑏2𝜆𝛁ℎ〉, (42) 

 
where, strikethroughs (/) show the differences between the scaled model equations for the RL model 
and the scaled model equations for the NRL model (see Eq.(16) to Eq.(19)).
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The RL model represents a section of the tidal channel that is short compared to the tidal wavelength. 
Therefore, the changes in the position of the free water surface due to a propagating tidal wave are 
assumed to be uniform over the model domain. The boundary conditions for the propagating tidal 
wave in Eq.(8) can thus be replaced by periodic boundary conditions that are applied at the open 
boundaries of the tidal channel (i.e., at 𝑥∗ = 0 and 475 km). The boundary conditions at the sides of 
the channel for the RL model are equal to those for the NRL model (see Eq.(9)). 
 
In the RL model, the water level gradient terms (∇𝜁) in Eq.(40) and Eq.(41) can be written as the 
superposition of two terms: 
 

𝛁𝜁 = 𝑷 + 𝛁𝜁. (43) 

 

Here, 𝑷 = (𝑃𝑥 , 𝑃𝑦)
𝑇

 is the dimensionless pressure gradient caused by the tidal wave, which varies on 

the tidal length scale (1/𝑘∗); 𝛁𝜁 is the (dimensionless) free water elevation gradient in response to the 
bed perturbations, which varies on the morphological length scale (1/𝑘𝑚

∗ ). On the domain of the RL 
model the pressure gradient 𝑷 is considered spatially uniform. 
 
Finally, the dimensionless parameters used to scale the equations and boundary conditions for the RL 
model are: 

𝐿𝑑𝑜𝑚 = 𝐿𝑑𝑜𝑚
∗

𝜔∗

𝑈∗
, 𝐵 = 𝐵∗

𝜔∗

𝑈∗
, 𝛿 = Fr =

𝑍∗

𝐻∗
, 𝑟 =

𝑟∗

𝐻∗𝜔∗
, 

𝜆 = 𝜆∗𝜔∗𝐻∗𝑈∗𝑏2−𝑏1−1, 𝑇𝑚 = 𝑇𝑚
∗ 𝜔∗ =

(1 − 𝑝)𝐻∗

𝛼∗
𝑈∗1−𝑏1 . 

(44) 

 
Note that a few of these expressions (for 𝐿𝑑𝑜𝑚, 𝐵, 𝜆 and 𝑇𝑚) differ slightly from those used in the NRL 
model (see Eq.(22)). 
 

4.2 Spatially uniform basic state 
4.2.1 Formulation of the spatially uniform basic state 
The basic state (𝝓0) for the RL model is described as a unidirectional flow in the along-channel direction 
over a flat bed. This is symbolically written as: 
 

𝝓0 = [0, 𝑢0, 0,0]𝑇 , (45) 

 
since, 𝜁0 = 0, 𝑣0 = 0 and ℎ0 = 0. In this case, the flow over the flat bed is spatially uniform. This means 
that 𝜕/𝜕𝑥 = 0 and 𝜕/𝜕𝑦 = 0. Therefore, the hydrodynamic model equations for the basic state 
become: 
 

𝜕𝑢0

𝜕𝑡
+ 𝑟𝑢0 + 𝑃𝑥 = 0. (46) 

 
Moreover, the bed is again assumed to remain flat in the basic state. If this is indeed the case, the basic 
flow should satisfy: 
 

𝜕

𝜕𝑥
〈|𝑢0|

𝑏1−1𝑢0〉 = 0. (47) 

 

4.2.2 Solution to the spatially uniform basic state 
A possible solution to the basic state, which also satisfies the boundary conditions, is a symmetric 𝑀2 
tidal current in the along-channel direction: 
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𝜁0 = 0, 𝑢0 = cos(𝑡) , 𝑣0 = 0. (48) 

 
Note that 𝑃𝑥 in Eq.(46) must be chosen such that this solution (in Eq.(48)) satisfies Eq.(46). In the RL 
model, the basic flow is spatially uniform. This directly implies that the bed in the basic state remains 
flat, because there is no divergence of tidally averaged bed transport, thus satisfying Eq.(47). 
 

4.3 Numerical solution procedure for the perturbed state 
4.3.1 Formulation of the perturbed state 
The perturbed state (𝝓1) for the RL model is described as a flow over a perturbed bed. This is 
symbolically written as: 
 

𝝓1 = [𝜁1, 𝑢1, 𝑣1, ℎ1]
𝑇 . (49) 

 
The model equations for the perturbed state for the RL model become: 
 

𝜕𝑢1

𝜕𝑥
− 𝑢0

𝜕ℎ1

𝜕𝑥
+

𝜕𝑣1

𝜕𝑦
= 0, (50) 

𝜕𝑢1

𝜕𝑡
+ 𝑢0

𝜕𝑢1

𝜕𝑥
+

𝜕𝜁1
𝜕𝑥

+ 𝑟𝑢1 + 𝑟𝑢0ℎ1  = 0, (51) 

𝜕𝑣1

𝜕𝑡
+ 𝑢0

𝜕𝑣1

𝜕𝑥
+

𝜕𝜁1
𝜕𝑦

+ 𝑟𝑣1 = 0, (52) 

𝜕ℎ1

𝜕𝜏
= −𝛁 ∙ 〈|𝒖𝟎|

𝑏1−1𝒖𝟏 + (𝑏1 − 1)|𝒖𝟎|
𝑏1−3(𝒖𝟎 ∙ 𝒖𝟏)𝒖𝟎 − |𝒖𝟎|

𝑏2𝜆𝛁ℎ1〉. (53) 

 
Note that in Eq.(51) and Eq.(52) the tilde on the parameter for the free water elevation in response to 

the bed perturbations is dropped (𝜁1 = 𝜁1). Additionally, 𝑏1 = 3 and 𝑏2 = 2 (from Table 1) can be used 
to rewrite the bed evolution equation in Eq.(53) to: 
 

𝜕ℎ1

𝜕𝜏
= −𝛁 ∙ 〈|𝒖𝟎|

2𝒖𝟏 + 2(𝒖𝟎 ∙ 𝒖𝟏)𝒖𝟎 − |𝒖𝟎|
2𝜆𝛁ℎ1〉. (54) 

 

4.3.2 Numerical solution to the perturbed state 
The model equations for the perturbed state, together with the boundary conditions, allow 
for solutions that are linear combinations of: 
 

𝝋𝟏(𝑥, 𝑦, 𝑡) =

[
 
 
 
𝜁1(𝑥, 𝑦, 𝑡)

𝑢1(𝑥, 𝑦, 𝑡)

𝑣1(𝑥, 𝑦, 𝑡)

ℎ1(𝑥, 𝑦) ]
 
 
 

=

[
 
 
 
 
𝜁1(𝑥, 𝑡) cos(𝑛𝜋𝑦/𝐵)

𝑢̂1(𝑥, 𝑡) cos(𝑛𝜋𝑦/𝐵)

𝑣1(𝑥, 𝑡) sin(𝑛𝜋𝑦/𝐵)

ℎ̂1(𝑥) cos(𝑛𝜋𝑦/𝐵) ]
 
 
 
 

, for 𝑛 = 0,1,2,…, (55) 

 

where, 𝜁1, 𝑢̂1, 𝑣1 and ℎ̂1 are complex valued functions over the along-channel direction and time 
(except for ℎ1 which does not directly depend on 𝑡); and 𝑛 is the cross-channel mode number which is 
related to the number of bars and troughs in the lateral direction of the channel. Figure 9 shows the 
cross-channel bedform structures for the three lowest cross-channel modes (i.e., 𝑛 = 0 to 2). This 
figure shows that 𝑛 = 0 implies a spatially uniform cross-channel structure, 𝑛 = 1 implies a structure 
of alternating bars on either side of the channel and 𝑛 = 2 implies a structure with one bar or trough 
in the middle of the channel. Substituting Eq.(55) in the model equations for the perturbed state results 
in a set of 4 linearised equations. These equations are given in Appendix A.1. 
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Figure 9: Schematic representation of the cross-channel bedform structures for different cross-channel modes (𝑛): 
(a) 𝑛 = 0; (b) 𝑛 = 1; and (c) 𝑛 = 2. 
 

Additionally, the solutions for the perturbations of the hydrodynamic variables are expanded as a 
truncated Fourier series: 
 

[
𝜁1(𝑥, 𝑡)

𝑢̂1(𝑥, 𝑡)

𝑣1(𝑥, 𝑡)

] = ∑ [

𝑍1,𝑝(𝑥)

𝑈1,𝑝(𝑥)

𝑉1,𝑝(𝑥)

] exp(𝑖𝑝𝑡)

𝑃

𝑝=−𝑃

. (56) 

 
In the cases presented in this study, the Fourier series is truncated at 𝑃 = 2, thereby including 𝑀0, 𝑀2 
and 𝑀4 tidal components. This allows for the inclusion of the most dominant higher harmonics that 
are generated by the advection terms. Substituting Eq.(56) in the linearised model equations for the 
perturbed state results in a set of 3(2𝑃 + 4/3) equations, which can be solved numerically. These 
equations are given in Appendix A.1. 
 
Finally, a central difference scheme is used to approximate the first order and second order derivatives 
in the along-channel direction: 
 
𝜕𝜙

𝜕𝑥
|
𝑥𝑚

≈
𝜙𝑚+1 − 𝜙𝑚−1

2Δ𝑥
,

𝜕2𝜙

𝜕𝑥2
|
𝑥𝑚

≈
𝜙𝑚+1 − 2𝜙𝑚 + 𝜙𝑚−1

(Δ𝑥)2
,      for 𝑚 = 0,… ,𝑀 − 1, (57) 

 
where, 𝜙𝑚 is a system variable at 𝑥 = 𝑥𝑚 = 𝑚 ∙ Δ𝑥, in which 𝑚 = 0,… ,𝑀 − 1 and Δ𝑥 =
𝐿𝑑𝑜𝑚/(𝑀 − 1) is the spatial step. Moreover, 𝑀 is the total number of discretisation points. In this 
discretisation, periodic boundary conditions are used at either side of the model domain (i.e., at 𝑥𝑚 =
0 and 𝑥𝑚 = 𝐿𝑑𝑜𝑚). This is appropriate for the RL model due to the spatially uniform basic state. Using 
Eq.(57) to discretise the truncated model equations for the perturbed state results in a set of 
3𝑀(2𝑃 + 4/3) equations. These equations are given in Appendix A.1. 
 
The system of discretised model equations for the perturbed state consists of 3𝑀(2𝑃 + 4/3) 
equations and 3𝑀(2𝑃 + 4/3) variables. A large square matrix (𝑪) can therefore be constructed in 
which each column corresponds to a variable of the system and each row represents an equation. This 
matrix can be used to define a generalised eigenvalue problem for the evolution of the perturbed state: 
 

𝑪 ∙ 𝝓1 =
𝜕

𝜕𝜏
𝑮 ∙ 𝝓1, (58) 

 
where, 𝑪 is a square partitioned matrix which contains the system of model equations and variables in 
the perturbed state; and 𝑮 is a partitioned matrix which contains null matrices and one identity matrix. 
The generalised eigenvalue problem can thus also be written as: 
 

[

𝑪𝟏𝟏 𝑪𝟏𝟐 𝑪𝟏𝟑 𝑪𝟏𝟒

𝑪𝟐𝟏 𝑪𝟐𝟐 𝑪𝟐𝟑 𝑪𝟐𝟒

𝑪𝟑𝟏 𝑪𝟑𝟐 𝑪𝟑𝟑 𝑪𝟑𝟒

𝑪𝟒𝟏 𝑪𝟒𝟐 𝑪𝟒𝟑 𝑪𝟒𝟒

] ∙ [

𝒁𝟏

𝑼𝟏

𝑽𝟏

𝒉̂𝟏

] =
𝜕

𝜕𝜏
[

𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝑮𝟒𝟒

] ∙ [

𝒁𝟏

𝑼𝟏

𝑽𝟏

𝒉̂𝟏

], (59) 
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where the colours of the submatrices denote the corresponding model equations (i.e., continuity, 𝑥-
momentum, 𝑦-momentum and bed evolution). 𝑪𝟏𝟏 to 𝑪𝟒𝟒 are submatrices of 𝑪. Each submatrix 
corresponds to a subset of variables used in one of the model equations. For example, 𝑪𝟏𝟏 corresponds 

to the 𝒁𝟏 variables in the continuity equation, and 𝑪𝟒𝟒 corresponds to the 𝒉̂𝟏 variables in the bed 
evolution equation. 𝑮𝟒𝟒 is an identity matrix and corresponds to the term on the left side of the bed 
evolution equation (e.g. in Eq.(54)). The other submatrices in 𝑮 are null matrices (denoted by 𝟎). 
Expanded versions of the 𝑪 and 𝑮 matrices are given in Appendix B.1. The generalised eigenvalue 
problem can be rewritten as: 
 

𝑪 ∙ 𝝋1 = 𝜸𝑮 ∙ 𝝋1, (60) 
 
where, 𝜸 is a square matrix containing 3𝑀(2𝑃 + 4/3) generalised complex eigenvalues on its 
diagonal; and 𝝋1 is a square matrix in which each column contains a complex eigenvector that 
corresponds to an eigenvalue in 𝜸. The 𝑀-by-𝑀 subsections of 𝜸 and 𝝋1 that correspond to the 𝑪𝟒𝟒 
and 𝑮𝟒𝟒 submatrices contain values for the complex growth rate and complex structure of the 
bedforms. 
 
The real part of the complex eigenvectors represents the actual structure of the bedforms in the along-
channel direction. In this case, the bedforms have monochromatic structures and can therefore be 
described using a single wavenumber (𝑘𝑚) and wavelength (𝐿𝑚 = 2𝜋/𝑘𝑚). The real part of the 
complex growth rate represents the actual growth rate of the bedform (𝜔𝑚), while minus the 
imaginary part represents the speed at which the bedform propagates (𝑐𝑚) multiplied by the 
wavenumber. From a mathematical point of view, this can be written as: 
 

𝛾 = 𝜔𝑚 − 𝑖𝑐𝑚𝑘𝑚, (61) 
 
where, 𝑘𝑚, 𝜔𝑚 and 𝑐𝑚 are the morphological wavenumber, growth rate and migration rate of a 
bedform structure. The dimensional bedform characteristics are determined according to: 
 

𝑘𝑚
∗ = 𝑘𝑚

𝜔∗

𝑈∗
, 𝐿𝑚

∗ =
2𝜋

𝑘𝑚
∗ , 𝜔𝑚

∗ =
𝜔𝑚

𝑇𝑚
∗ , 𝑐𝑚

∗ = 𝑐𝑚

𝑈∗

𝜔∗𝑇𝑚
∗ , (62) 

 
where, 𝑘𝑚

∗ , 𝐿𝑚
∗ , 𝜔𝑚

∗  and 𝑐𝑚
∗  are the dimensional versions of their dimensionless counterparts (𝑘𝑚, 𝐿𝑚, 

𝜔𝑚 and 𝑐𝑚). Finally, the wavenumber and cross-channel mode are determined for the bedform with 
the maximum growth rate, i.e., the fastest growing mode (FGM): 
 

𝜔𝑚,FGM
∗ = 𝜔𝑚

∗ (𝑘𝑚,FGM
∗ , 𝑛FGM) = max

𝑘𝑚
∗ ,𝑛

{𝜔𝑚
∗ (𝑘𝑚

∗ , 𝑛)}. (63) 

 
The FGM is considered the dominant bedform and therefore provides insight into the behaviour of the 
modelled system. 
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4.4 Comparison of the numerical and semi-analytical solutions to the 
perturbed state 

The solutions to the perturbed state for the RL model obtained using the numerical procedure are 
compared to those obtained using the semi-analytical procedure (see arrow A in Figure 3). This is done 
to validate the numerical solution procedure developed in this study. Figure 10 and Figure 11 contain 
the growth curves showing the growth rate (𝜔𝑚

∗ ) as a function of the morphological wavenumber (𝑘𝑚
∗ ) 

for different cross-channel modes (𝑛) and for an increasing number of discretisation points (𝑀). These 
two figures correspond to the standard and reduced friction cases in the Western Scheldt (see Table 
1), respectively. The solid and dashed lines represent the growth curves for the semi-analytical and 
numerical RL models, respectively.  and  denote the corresponding semi-analytical FGM and 
numerical FGM, respectively. Moreover,  denotes the FGM for each individual cross-channel mode. 
Hereafter, the FGMs for each individual cross-channel mode are referred to as partial fastest growing 
modes (pFGMs). 
 
It should be noted that as 𝑀 increases, thereby decreasing the size of the spatial step (Δ𝑥), growth 
rates can be determined for larger morphological wavenumbers. Thus, increasing 𝑀 does not increase 
the smoothness of the growth curves within the visualised domain (i.e., 𝑘𝑚

∗ = 0 to 1 km−1), but 
increases the largest wavenumbers for which the growth curve can be plotted. This can be seen by 
comparing the subplots in Figure 10 or Figure 11. For example, for 𝑀 = 101 the numerical growth 
curves end at 𝑘𝑚

∗ ≈ 0.65 km−1, while for 𝑀 = 201 (and higher) the growth curves continue past the 
right edge of the visualised domain (i.e., 𝑘𝑚

∗ > 1 km−1). 
 
Figure 10 and Figure 11 show that for 𝑀 = 101 the numerical growth curves accurately approximate 
the corresponding semi-analytical growth curves for small wavenumbers (i.e., 𝑘𝑚

∗ ≈ 0 km−1), but not 
for large wavenumbers (i.e., 𝑘𝑚

∗ > 0 km−1). As 𝑀 increases, the numerical growth curves converge to 
the semi-analytical growth curves. For 𝑀 ≥ 801 the numerical growth curves are approximately equal 
to the corresponding semi-analytical growth curves for the visualised domain (i.e., 𝑘𝑚

∗ = 0 to 1 km−1). 
 
Moreover, as 𝑀 increases, the growth rate and wavenumber for the numerical FGM (and pFGMs) 
converges to the semi-analytical FGMs (and PFGMs). This is most clearly visible for the standard friction 
case (see Figure 10). For this case, the analytical FGM has a wavenumber of 𝑘𝑚

∗ = 0.59 km−1 and a 
cross-channel mode of 𝑛 = 2. The numerical FGM clearly approaches the semi-analytical FGM as 𝑀 
increases. For the standard friction case, the numerical and semi-analytical pFGMs for all cross-channel 
modes are roughly equal for 𝑀 ≥ 801. 
 
For the reduced friction case (see Figure 11), the FGM has a wavenumber of 𝑘𝑚

∗ = 0 km−1 and the 
lowest cross-channel mode (i.e., 𝑛 = 0). The numerical FGM does not become more accurate as 𝑀 
increases, because the numerical growth curves are relatively accurate for small morphological 
wavenumbers. However, increasing 𝑀 does increase the accuracy of the numerical pFGMs for all 
higher cross-channel modes. For the reduced friction case, the numerical and semi-analytical pFGMs 
for all cross-channel modes are roughly equal for 𝑀 ≥ 401. 
 
The results in Figure 10 and Figure 11 show that the numerical and semi-analytical growth curves and 
FGMs are roughly equal when 𝑀 is sufficiently large. This implies that the numerical solution procedure 
can be used to determine the solution to the perturbed state for the NRL model in which a propagating 
tidal wave is considered (see Chapter 5). 
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Figure 10: Growth curves showing the growth rate (𝜔𝑚

∗  in 𝑦𝑟−1) as a function of the morphological wavenumber 
(𝑘𝑚

∗  in 𝑘𝑚−1) for different cross-channel modes (𝑛) and for an increasing number of discretisation points (𝑀): (a) 
𝑀 = 101; (b) 𝑀 = 201; (c) 𝑀 = 401; and (d) 𝑀 = 801. The growth curves are shown for the standard friction 
case in the Western Scheldt (Table 1). The solid and dashed lines represent the growth curves for the semi-
analytical and numerical RL models (Figure 3), respectively. ,  and  denote the pFGM for each cross-channel 
mode, the semi-analytical FGM and the numerical FGM, respectively. 

 

 
Figure 11: Growth curves showing the growth rate (𝜔𝑚

∗  in 𝑦𝑟−1) as a function of the morphological wavenumber 
(𝑘𝑚

∗  in 𝑘𝑚−1) for different cross-channel modes (𝑛) and for an increasing number of discretisation points (𝑀): (a) 
𝑀 = 101; (b) 𝑀 = 201; (c) 𝑀 = 401; and (d) 𝑀 = 801. The growth curves are shown for the reduced friction 
case in the Western Scheldt (Table 1). The solid and dashed lines represent the growth curves for the semi-
analytical and numerical RL models (Figure 3), respectively. ,  and  denote the pFGM for each cross-channel 
mode, the semi-analytical FGM and the numerical FGM, respectively.  
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Figure 12 contains the along-channel bedform structures of the pFGMs for the three lowest cross-
channel modes (i.e., 𝑛 = 0 to 2). These bedforms are shown for the (semi-analytical) RL model applied 
to the standard and reduced friction cases in the Western Scheldt (see Table 1). Note that this figure 
only shows a section of the model domain (i.e., 𝑥∗ = 0 to 100 km). 
 
The bedform of the pFGM for the lowest cross-channel mode (i.e., 𝑛 = 0) is characterised by a spatially 
uniform structure. This is because the pFGM for 𝑛 = 0 has a wavenumber of 𝑘𝑚

∗ = 0 km−1 (see  in 
Figure 10 and Figure 11). This bedform is spatially uniform, because it has an infinitely long wavelength 
(i.e., 𝐿𝑚

∗ = ∞ km). This spatially uniform bedform thus represents a flat bed. Moreover, this bedform 
has a growth rate of zero, meaning that it will not grow of decay over time. This makes sense because 
sedimentation or erosion along the whole bed would not satisfy the conservation of sediment in the 
system. The bedforms of the pFGMs for the higher cross-channel modes (i.e., 𝑛 > 0) are characterised 
by monochromatic structures with a range of (finite) wavelengths. This is because the pFGMs for these 
cross-channel modes have wavenumbers of 𝑘𝑚

∗ > 0 km−1 (see  in Figure 10 and Figure 11). 
 
Figure 10 shows that the FGM for the standard friction case has a positive growth rate (i.e., 𝜔𝑚

∗ =
0.15 yr−1). Therefore, the basic state is unstable, meaning the system evolves to a dynamic 
equilibrium with conditions that roughly agree with those of the FGM. In this case, the FGM has a 
wavelength of 𝐿𝑚

∗ = 10.7 km and a cross-channel mode of 𝑛 = 2. Figure 13 shows the bedform 
structure of the FGM found by applying the (semi-analytical) RL model to the standard friction case in 
the Western Scheldt. Note that this figure only shows a section of the model domain (i.e., 𝑥∗ = 0 to 
50 km). Similarly, Figure 11 shows that the FGM for the reduced friction case has a growth rate of zero 
(i.e., 𝜔𝑚

∗ = 0 yr−1). This means that all other modes have negative growth rates. Therefore, the basic 
state is stable, meaning the system evolves back to the basic state (i.e., a flat bed). Based on the growth 
curves for the (semi-analytical) RL model, the formation of tidal bars is not expected for the reduced 
friction case in the Western Scheldt. 
 

 
Figure 12: Along-channel bedform structures of the pFGMs for the three lowest cross-channel modes (n). The 
bedform structures are shown for the (semi-analytical) RL model (Figure 3) applied to two cases in the Western 
Scheldt (Table 1): (top) standard friction case; and (bottom) reduced friction case. 
 

 
Figure 13: Bedform structure of the FGM. The bedform structure is shown for the (semi-analytical) RL model 
(Figure 3) applied to the standard friction case in the Western Scheldt (Table 1).  
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5. Perturbed state when including a propagating tidal wave 
In this chapter the numerical solution procedure for the perturbed state is applied to the NRL model 
in which a propagating tidal wave is considered (see Figure 3). Recall that the semi-analytical solution 
procedure breaks down when the solution to the basic state is spatially variant. Therefore, a numerical 
procedure is required to obtain the solution to the perturbed state for the NRL model. The NRL model 
is formulated in Chapter 2 and the solution to the basic state for this model is determined in Chapter 
3. Here, the numerical procedure is used to obtain the solution to the perturbed state for the reduced 
friction case in the Western Scheldt. In this study, the (numerical) NRL model cannot be applied to the 
standard friction case in the Western Scheldt due to the periodic boundary conditions used in the 
discretisation (see Subsection 5.1.2). Finally, the (numerical) solutions for the NRL model are compared 
to the (semi-analytical) solutions for the RL model (see arrow B in Figure 3). This is done to determine 
the influence of a propagating tidal wave on the formation of tidal bars (see Subsection 6.1.3). 
 

5.1 Numerical solution procedure for the perturbed state 
5.1.1 Formulation of the perturbed state 
The perturbed state (𝝓1) for the NRL model is described as a flow over a perturbed bed. This is 
symbolically written as: 
 

𝝓1 = [𝜁1, 𝑢1, 𝑣1, ℎ1]
𝑇 . (64) 

 
The model equations for the perturbed state for the NRL model become: 
 

𝜕𝜁1
𝜕𝑡

+
𝜕𝑢1

𝜕𝑥
− 𝑢0

𝜕ℎ1

𝜕𝑥
− ℎ1

𝜕𝑢0

𝜕𝑥
+ 𝛿𝑢0

𝜕𝜁1
𝜕𝑥

+ 𝛿𝑢1

𝜕𝜁0

𝜕𝑥
+ 𝛿𝜁0

𝜕𝑢1

𝜕𝑥
+ 𝛿𝜁1

𝜕𝑢0

𝜕𝑥
+

𝜕𝑣1

𝜕𝑦

+ 𝛿𝜁0

𝜕𝑣1

𝜕𝑦
= 0, 

(65) 

𝜕𝑢1

𝜕𝑡
+ 𝛿𝑢0

𝜕𝑢1

𝜕𝑥
+ 𝛿𝑢1

𝜕𝑢0

𝜕𝑥
+

𝜕𝜁1
𝜕𝑥

+
𝑟𝑢1

1 + 𝛿𝜁0
+

𝑟𝑢0(ℎ1 − 𝛿𝜁1)

(1 + 𝛿𝜁0)
2

 = 0, (66) 

𝜕𝑣1

𝜕𝑡
+ 𝛿𝑢0

𝜕𝑣1

𝜕𝑥
+

𝜕𝜁1
𝜕𝑦

+
𝑟𝑣1

1 + 𝛿𝜁0
= 0, (67) 

𝜕ℎ1

𝜕𝜏
= −𝛁 ∙ 〈|𝒖𝟎|

2𝒖𝟏 + 2(𝒖𝟎 ∙ 𝒖𝟏)𝒖𝟎 − |𝒖𝟎|
2𝜆𝛁ℎ1〉. (68) 

 
Here, 𝑏1 = 3 and 𝑏2 = 2 (from Table 1) have been substituted in the bed evolution equation in Eq.(68). 
The friction terms in the momentum equations are linearised using a geometric series in the Froude 
number (Fr = 𝛿 = 𝑍∗/𝐻∗): 
 

1

1 + 𝛿𝐶
= 1 − 𝛿𝐶 + 𝒪(𝛿2), (69) 

 
where, 𝐶 represents a part of the friction terms (e.g., 𝜁0). The momentum equations with the linearised 
friction terms become: 
 

𝜕𝑢1

𝜕𝑡
+ 𝛿𝑢0

𝜕𝑢1

𝜕𝑥
+ 𝛿𝑢1

𝜕𝑢0

𝜕𝑥
+

𝜕𝜁1
𝜕𝑥

+ 𝑟𝑢1 + 𝑟𝑢0ℎ1 − 𝛿𝑟𝜁0𝑢1 − 2𝛿𝑟𝜁0𝑢0ℎ1 − 𝛿𝑟𝑢0𝜁1 = 0, (70) 

𝜕𝑣1

𝜕𝑡
+ 𝛿𝑢0

𝜕𝑣1

𝜕𝑥
+

𝜕𝜁1
𝜕𝑦

+ 𝑟𝑣1 − 𝛿𝑟𝜁0𝑣1 = 0. (71) 
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5.1.2 Numerical solution to the perturbed state 
As described in Subsection 4.3.2, the model equations for the perturbed state for the NRL model are 
linearised by substituting the expressions in Eq.(55). This is followed by a truncation and discretisation 
using the truncated Fourier series in Eq.(56) and the central difference scheme in Eq.(57), respectively. 
The model equations after each of these transformations are given in Appendix A.2. The transformed 
model equations are used to construct a square partition matrix (𝑪) for the generalised eigenvalue 
problem shown in Eq.(58) to Eq.(60). An expanded version of this 𝑪 matrix is given in Appendix B.2. 
 
The discretisation uses periodic boundary conditions at either side of the model domain (i.e., at 𝑥∗ =
0 and 475 km). To correctly use periodic boundary conditions, the solution for the basic flow at the 
left side of the model domain (i.e., at 𝑥∗ = 0 km) must smoothly match the solution at the right side 
of the domain (i.e., at 𝑥∗ = 475 km). If this requirement is not met, then the periodic boundary 
conditions represent interactions that do not naturally occur in the system. These interactions result 
in (numerical) inaccuracies in the solutions to the perturbed state. The discretisation can also be done 
with non-periodic boundary conditions. However, the use of these boundary conditions is outside the 
main scope of this study. Nevertheless, Subsection 6.2.4 and Appendix E do briefly touch on the use of 
non-periodic boundary conditions in the NRL model. 
 
The abovementioned requirement for periodic boundary conditions is automatically met by the RL 
model since the basic state is spatially uniform. When a propagating tidal wave is considered, as is the 
case for the NRL model, this requirement is only met under specific conditions. Figure 5 shows that the 
solution to the basic state found by applying the NRL model to the reduced friction case seems to 
satisfy this requirement, since the length of the model domain is equal to one tidal wavelength (i.e., 
𝐿𝑑𝑜𝑚
∗ = 475 km) and the amplitude of the tidal wave remains approximately constant over the model 

domain. Conversely, this requirement is not satisfied by the solution to the basic state found by 
applying the NRL model to the standard friction case, since the amplitude of the wave decreases over 
the model domain (see Figure 5). In this study, the (numerical) NRL model is therefore only applied to 
the reduced friction case and not to the standard friction case in the Western Scheldt. 
 
Similar to Subsection 4.3.2, the eigenvectors and eigenvalues that follow from the eigenvalue problem 
are used to determine the structures and characteristics of the bedforms. In the case of a spatially 
uniform basic state, the bedforms have monochromatic structures and can therefore be described 
using a single wavenumber and wavelength (see Figure 12). Conversely, a spatially variant basic state 
results in multichromatic bedforms (see Figure 15). The structures of these bedforms are defined by 
multiple sinusoidal components each with a different wavenumber. Because of this, it is not possible 
to simply construct growth curves using the method applied in Chapter 4, in which each eigenvector 
corresponds to a unique wavenumber. 
 
In this study, a method is developed and used to construct growth curves for multichromatic bedforms. 
In short, this method uses a discrete Fourier transform to decompose a multichromatic bedform into 
its monochromatic sinusoidal components. Based on the constructed Discrete Fourier Transform (DFT) 
spectrum, the growth rate for a particular multichromatic bedform structure is assigned to the three 
most dominant components that are present in that structure (see  in Figure 15). This procedure is 
repeated for all multichromatic bedforms (i.e., all eigenvectors). The highest and lowest growth rates 
that are assigned to each wavenumber are used to construct a so-called growth area (see shaded areas 
in Figure 14). Finally, the growth curve is constructed using the upper limit of the growth area (see 
dashed lines in Figure 14). Appendix D contains a more detailed description of this method. 
 
The horizontal length scale used in the scaling procedure for the NRL model (i.e., 1/𝑘∗) differs from 
the one used for the RL model (i.e., 1/𝑘𝑚

∗ ). Therefore, the expressions used for the NRL model to scale 
the bedform characteristics to their dimensional form also differ from those used for the RL model (see 
Eq.(62)). For the NRL model, the dimensional characteristics are determined according to:  
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𝑘𝑚
∗ = 𝑘𝑚𝑘∗, 𝐿𝑚

∗ =
2𝜋

𝑘𝑚
∗ , 𝜔𝑚

∗ =
𝜔𝑚

𝑇𝑚
∗ , 𝑐𝑚

∗ =
𝑐𝑚

𝑘∗𝑇𝑚
∗ , (72) 

 
where, 𝑘𝑚

∗ , 𝐿𝑚
∗ , 𝜔𝑚

∗  and 𝑐𝑚
∗  are the dimensional versions of their dimensionless counterparts (𝑘𝑚, 𝐿𝑚, 

𝜔𝑚 and 𝑐𝑚). Finally, the fastest growing mode (FGM) is again determined according to Eq.(63). 
 

5.2 Numerical solutions to the perturbed state when including a propagating 
tidal wave 

The (numerical) solutions for the NRL model are compared to the (semi-analytical) solutions for the RL 
model (see arrow B in Figure 3). This is done to determine the influence of a propagating tidal wave on 
the formation of tidal bars (see Subsection 6.1.3). 
 
Figure 14 contains the growth curves (and areas) showing the growth rate (𝜔𝑚

∗ ) as a function of the 
morphological wavenumber (𝑘𝑚

∗ ) for different cross-channel modes (𝑛). These growth curves (and 
areas) are shown for the reduced friction case in the Western Scheldt (see Table 1). The solid lines and 
dashed lines (with shaded areas) represent the growth curves for the (semi-analytical) RL model and 
the growth curves (with growth areas) for the (numerical) NRL model, respectively.  and  denote 
the FGM for the RL and NRL model, respectively. Moreover,  denotes the partial fastest growing mode 
(pFGM) for each cross-channel mode. Recall that the pFGMs are the FGM for each individual cross-
channel mode. 
 
The following aspects are noted regarding the differences between the growth curves (and areas) for 
the NRL and RL model (see Figure 14): 

• Computational sawtooth patterns: 
Multiple sections of the (numerical) growth curves for the NRL model are characterised by 
sawtooth patterns (e.g., around 𝑘𝑚

∗ ≈ 0 km−1 for 𝑛 = 0; and between 𝑘𝑚
∗ ≈ 0.37 and 0.68 

km−1 for 𝑛 = 1). These computational patterns are caused by the method that is used to 
construct the growth areas and curves for multichromatic bedforms (see Appendix D). 

• Growth curve (and area) for 𝒏 = 𝟎: 
The growth curve (for 𝑛 = 0) for the NRL model has a steeper slope than the curve for the RL 
model. Moreover, the growth curve for the NRL model has positive growth rates for 
wavenumbers between 𝑘𝑚

∗ ≈ 0 and 0.33 km−1. Because of this, the growth curve does not 
approach the origin as the wavenumber decreases to zero. This differs from the growth curve 
for the RL model, which does approach to origin as the wavenumber decreases to zero. 

• Growth curves (and areas) for 𝒏 > 𝟎: 
The differences between the growth curves (for 𝑛 > 0) for the NRL and RL model are relatively 
consistent. Firstly, for smaller wavenumbers (i.e., 𝑘𝑚

∗ ≈ 0 km−1), the growth curves for the 
NRL and RL models have similar growth rates. Moreover, the peaks of the growth curves for 
the NRL model are higher and occur at larger wavenumbers compared to the peaks for the RL 
model. The growth rate and wavenumber of the pFGMs are therefore larger for the NRL model 
than for the RL model. Finally, for larger wavenumbers (i.e., 𝑘𝑚

∗ > 0.5 km−1), the growth 
curves for the NRL model have steeper slopes than the curves for the RL model. This last 
difference is also observed for the growth curves for 𝑛 = 0. Although not explicitly shown, the 
abovementioned aspects also apply to the growth curves and pFGMs for even higher cross-
channel modes (i.e., 𝑛 = 3 and 4). 
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Figure 14: Growth curves (and areas) showing the growth rate (𝜔𝑚

∗  in 𝑦𝑟−1) as a function of the morphological 
wavenumber (𝑘𝑚

∗  in 𝑘𝑚−1) for different cross-channel modes (𝑛). The growth curves (and areas) are shown for 
the reduced friction case in the Western Scheldt (Table 1). The solid lines and dashed lines (with shaded areas) 
represent the growth curves for the (semi-analytical) RL model and the growth curves (with growth areas) for the 
(numerical) NRL model (Figure 3), respectively. ,  and  denote the pFGM for each cross-channel mode, the 
FGM for the RL model and the FGM for the NRL model, respectively. 

 
Figure 15 contains the along-channel bedform structures of the pFGMs for the three lowest cross-
channel modes (i.e., 𝑛 = 0 to 2). The bedforms are shown for the NRL model applied to the reduced 
friction case in the Western Scheldt (see Table 1). This figure also shows the corresponding Discrete 
Fourier Transform (DFT) spectra of the pFGMs. 
 
The following aspects are noted regarding the along-channel bedform structures and corresponding 
DFT spectra for the NRL model (see Figure 15): 

• Bedform structure of the pFGM for 𝒏 = 𝟎: 
The bedform (for 𝑛 = 0) for the NRL model has a spatially variant structure. This differs from 
the spatially uniform bedform structure for the RL model (see 𝑛 = 0 in Figure 12). The DFT 
spectrum shows that the most dominant component has a wavelength of 𝑘𝑚

∗ = 0 km−1. This 
is a spatially uniform component, because it has an infinitely long wavelength (i.e., 𝐿𝑚

∗ =
∞ km). Due to this component, erosion occurs along the whole bed. This cannot satisfy the 
conservation of sediment in the system. This bedform must therefore have a growth rate of 
zero, meaning that it will not grow or decay over time. However, the bedform for the NRL 
model does have a positive growth rate (i.e., 𝜔𝑚

∗ = 2.2 ∙ 10−3 yr−1). This also differs from the 
bedform (for 𝑛 = 0) for the RL model, which does have a growth rate of zero. 

• Bedform structure of the pFGM for 𝒏 = 𝟏: 
The bedform (for 𝑛 = 1) has a weakly multichromatic structure with an amplitude that 
remains approximately constant over the model domain. The amplitude of this bedform seems 
to increase slightly towards the ends of the model domain (i.e., at 𝑥∗ = 0 and 475 km). The 
DFT spectrum shows that the dominant monochromatic components have wavelengths that 
vary over a wider range (three separate peaks). Moreover, the spatially uniform component 
(i.e., 𝑘𝑚

∗ = 0 km−1) has a relatively weak presence in the bedform for 𝑛 = 1. 

• Bedform structure of the pFGM for 𝒏 = 𝟐: 
The bedform (for 𝑛 = 2) has a relatively strong multichromatic structure. The amplitude of 
this bedform is largest around the centre of the model domain (i.e., 𝑥∗ ≈ 240 km) and 
decreases towards both ends of the domain. The DFT spectrum shows that the dominant 
monochromatic components have similar wavelengths (one peak). Moreover, the spatially 
uniform component also has a relatively weak presence in the bedform for 𝑛 = 2.  
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Figure 15: (a) Along-channel bedform structures of the pFGMs for the three lowest cross-channel modes (𝑛); and 
(b) the corresponding Discrete Fourier Transform (DFT) spectra of the pFGMs. The bedform structures are shown 
for the NRL model (Figure 3) applied to the reduced friction case in the Western Scheldt (Table 1).  denotes the 
wavenumbers (𝑘𝑚

∗  in 𝑘𝑚−1) of the three monochromatic sinusoidal components that are most strongly present 
in the corresponding multichromatic bedform structure. 

  



R. D. White  MSc Thesis 

38 
 

6. Discussion 
In this chapter we first interpret and discuss the results obtained using the NRL model in which a 
propagating tidal wave is considered (see Figure 3). From these results, statements are derived 
regarding the influence of a propagating tidal wave on the formation of tidal bars. Finally, we evaluate 
the NRL model developed and applied in this study. 
 

6.1 Interpretation of the results for the NRL model 
6.1.1 Interpretation of the solutions to the basic state when a propagating tidal wave is 

considered 
Aspects of the spatially variant basic state 
The spatially variant solutions to the basic state for the NRL model are given in Subsection 3.2.2. First, 
we discuss two aspects of the solutions to the basic state in Figure 5: 

1. Spatially variant solutions for the free water surface and depth-averaged velocity. 
2. Bed evolution in the spatially variant basic state. 

 
1. Spatially variant solutions for the free water surface and depth-averaged velocity 
The free water surface and depth-averaged velocity are described by sinusoidal waves. As these waves 
travel in the along-channel direction they become increasingly distorted due to advection. This 
distortion leads to an increase in amplitude of the wave over the model domain. Conversely, the 
amplitude of the wave decreases due to friction. In the reduced friction case for the Western Scheldt, 
the wave amplitude remains relatively constant over the model domain, meaning that the effects 
caused by advection and friction cancel each other out. Friction is much higher in the standard friction 
case, therefore resulting in a wave amplitude that decreases over the model domain. 
 
2. Bed evolution in the spatially variant basic state 
The bed evolution in the basic state is equal to zero when friction is neglected. Conversely, when 
friction is included the bed evolution in the basic state decreases in the along-channel direction. The 
bed evolution is equal to the divergence of the tidally averaged bed transport, which is in turn related 
to the flow velocity and friction. Figure 16 contains the tidally averaged flow velocity (〈𝑢∗〉) as a 
function of the along-channel distance for three cases in the Western Scheldt (see Table 1): the case 
without friction (i.e., the standard friction case with 𝑟∗ = 0 m/s), the reduced friction case and the 
standard friction case. Figure 16a shows that the tidally averaged flow velocity is spatially uniform 
when friction is neglected. The bed evolution is thus equal to zero. Figure 16b and c show that the 
tidally averaged flow velocity decreases exponentially over the model domain when friction is 
included. The absolute bed evolution is therefore strongest at the left side of the model domain (i.e., 
at 𝑥∗ = 0 km) and decreases in the along-channel direction. This figure also shows why the erosion of 
the bed is stronger and more localised at the left side of the domain for the standard friction case. 
 

 
Figure 16: Solution to the basic state: tidally averaged along-channel depth-averaged velocity (〈𝑢∗〉 in 𝑚/𝑠) as a 
function of the along-channel distance (𝑥 𝑖𝑛 𝑘𝑚). The solution is shown for the NRL model (Figure 3) applied to 
three cases in the Western Scheldt (Table 1): (a) the case without friction (i.e., the standard friction case with 
𝑟∗ = 0 𝑚/𝑠); (b) the reduced friction case; and (c) the standard friction case. The grey dashed line denotes the 
length of the model domain (i.e., 𝐿𝑑𝑜𝑚

∗ = 475 𝑘𝑚).  



R. D. White  MSc Thesis 

39 
 

Sensitivity of the bed evolution in the spatially variant basic state 
The sensitivity of the bed evolution under the basic flow is analysed in Section 3.3. In this analysis the 
maximum absolute bed evolution (𝑑ℎ∗/𝑑𝑡∗) is plotted against different model parameters (see Figure 
6 to Figure 8). The following relations can be derived from these figures: 

1. Froude number (𝐅𝐫), mean water depth (𝑯∗) and free surface elevation amplitude (𝒁∗): 
𝑑ℎ∗/𝑑𝑡∗ increases when Fr becomes larger. Therefore, 𝑑ℎ∗/𝑑𝑡∗ mostly depends on the ratio 
between 𝐻∗ and 𝑍∗ (i.e., Fr = 𝛿 = 𝑍∗/𝐻∗) and to a lesser extent on the absolute values of 𝐻∗ 
and 𝑍∗. This is expected since the amplitude of the flow velocity depends on Fr (see the 

expression in Eq.(14), which can be rewritten to 𝑈∗ = 𝛿√𝑔∗𝐻∗). Therefore, 𝑑ℎ∗/𝑑𝑡∗ indirectly 

depends on Fr, due to the relation between the flow velocity and 𝑑ℎ∗/𝑑𝑡∗ (see Eq.(12)). 
2. Linear friction coefficient (𝒓∗): 

𝑑ℎ∗/𝑑𝑡∗ is maximised when 𝑟∗ ≈ 1.5 ∙ 10−3 m/s. This can be explained by analysing the 
tidally averaged flow velocity. When the 𝑟∗ < 1.5 ∙ 10−3 m/s this results in a smaller 
divergence of the tidally averaged flow velocity, thereby also decreasing 𝑑ℎ∗/𝑑𝑡∗. When 𝑟∗ >
1.5 ∙ 10−3 m/s this decreases the maximum tidally averaged flow velocity at the left side of 
the model domain. The divergence over the domain will thus also be smaller, thereby again 
decreasing 𝑑ℎ∗/𝑑𝑡∗. 

3. Bed load coefficient (𝜶∗): 
𝑑ℎ∗/𝑑𝑡∗ increases when 𝛼∗ becomes larger. This is expected because of the linear relation 
between 𝛼∗ and 𝑑ℎ∗/𝑑𝑡∗ (see Eq.(12)). 

 

The abovementioned relations provide some insight into the sensitivity of the bed evolution in the 
basic state for the NRL model. 
 

Validity of the solution to the basic state 
Finally, we analyse the validity of the solution to the basic state for the NRL model presented in 
Subsection 3.2.2. This is done by comparing the bed evolution in the basic state with the evolution of 
the bed in the perturbed state. If the former is small compared to the latter, it is valid to conclude that 
the bed in the basic state remains relatively flat. This is important because the basic state must 
represent a steady system with a flow over a flat bed. 
 

The validity of the solution to the basic state for the NRL model is analysed by determining a critical 
bedform height (ℎ𝑐), for which the bed evolution in the perturbed state is equal to the bed evolution 
in the basic state. This critical bedform height is determined according to: 
 

ℎc
∗ =

1

𝜔𝑚,FGM
∗

𝑑ℎ0
∗

𝑑𝑡∗
, (73) 

 

where, ℎc
∗ is the critical bedform height; 𝜔𝑚,FGM

∗  is the growth rate of the FGM; and 𝑑ℎ0
∗/𝑑𝑡∗ is the 

bed evolution in the basic state. When the height of the bedforms is larger than the critical height, the 
bed evolution in the basic state is smaller than the bed evolution in the perturbed state. 
 

The results in Section 3.3. show that the (maximum absolute) bed evolution in the basic state for the 
NRL model is approximately 12.3 and 0.1 cm/yr for the standard and reduced friction case in the 
Western Scheldt, respectively (see  and  in Figure 5 to Figure 8). In this analysis we use the growth 
rate of the FGM found by applying the RL model to the standard friction case (i.e., 𝜔𝑚

∗ = 0.15 yr−1). 
This growth rate is used because it complies with the growth rates for the Western Scheldt found in 
similar linear stability studies (e.g., Hepkema et al., 2019, 2020). Therefore, the growth rate found by 
applying the RL model to the standard friction case seems to be more representative for the Western 
Scheldt than the growth rates found for the reduced friction case. Substituting the abovementioned 
values in Eq.(73) results in a critical bedform height of ℎ𝑐 = 82 cm and 0.7 cm for the standard and 
reduced friction case in the Western Scheldt, respectively.  



R. D. White  MSc Thesis 

40 
 

A linear stability analysis can only be used to analyse the initial growth of rhythmic bed features (i.e., 
within the linear regime). Tidal bars typically have heights of several metres (Hepkema et al., 2019). 
The linear regime for the height of these bed features is therefore expected to be of the order of 
centimetres. The critical bedform height for the standard friction case (i.e., ℎ𝑐 = 82 cm) is thus 
expected to be far outside the linear regime, while the critical height for the reduced friction case (i.e., 
ℎ𝑐 = 0.7 cm) is likely within the linear regime. 
 
Finally, it should be noted that the bed evolution in the basic state occurs on a larger spatial scale (i.e., 
tidal wavelength) compared to the smaller spatial scale of the bed evolution in the perturbed state 
(i.e., morphological wavelength). Because of this, the former leads to the formation of a gradual slope 
that extends over (a large section of) the model domain, while the latter results in shorter rhythmic 
bedforms on this slope. This difference between the spatial scales mainly applies to the reduced 
friction case, since for this case the erosion of the bed in the basic state occurs over the whole model 
domain, contrary to the more localised bed erosion for the standard friction case (see Figure 5). 
 
From the abovementioned results, we derive that the solution to the basic state for the NRL model 
presented in this study is only valid for the reduced friction case in the Western Scheldt, since the bed 
evolution is small and occurs on a relatively large spatial scale. The solution to the basic state for the 
reduced friction case thus represents a valid basic state, i.e., an approximately steady system with a 
flow over a relatively flat bed. 
 

6.1.2 Interpretation of the solutions to the perturbed state when a propagating tidal wave 
is considered 

Aspects of the solutions to the perturbed state for the NRL model 
The solutions to the perturbed state for the NRL model applied to the reduced friction case are shown 
in Section 5.2. First, we discuss three aspects regarding the growth curves (see Figure 14) and along-
channel bedform structures (see Figure 15): 

1. Computational sawtooth patterns. 
2. Multichromatic bedform structures that do not satisfy the conservation of sediment. 
3. Consistent differences between the growth curves for 𝑛 > 0 for the NRL and RL model. 

 
1. Computational sawtooth patterns 
First, we analyse the sawtooth patterns that occur along the (numerical) growth curves for the NRL 
model. These patterns are caused by the method that is used to construct the growth areas and curves 
for multichromatic bedforms (see Appendix D). This method uses a Discrete Fourier Transform (DFT) 
spectrum to assign the growth rate for a particular bedform structure to the three most dominant 
sinusoidal components that are present in this structure. When these three components have 
wavenumbers that lie within a narrow spectrum, this results in a smooth growth area, and hence a 
smooth growth curve (e.g., see the growth curve around the pFGM for 𝑛 = 2 for the NRL model in 
Figure 14 and the corresponding DFT spectrum in Figure 15). Conversely, the three most dominant 
components can also have wavenumbers that vary over a wider range (e.g., see the DFT spectrum for 
𝑛 = 1 in Figure 15). The other wavenumbers within this range might have different growth rates, since 
the growth rate for a particular bedform structure is only assigned to the three most dominant 
components, and not to the whole range of wavenumbers between these components. When adjacent 
wavenumbers have different growth rates, this results in a jagged edge for the growth area, and hence 
a sawtooth pattern for the growth curve. The computational sawtooth patterns are thus caused by the 
method used to construct the growth areas and curves for multichromatic bedforms. 
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2. Multichromatic bedform structures that do not satisfy the conservation of sediment 
First, we analyse the multichromatic bedform structures for 𝑛 = 0. Most bedforms for 𝑛 = 0 have a 
dominant (or relatively strong) sinusoidal component with a wavenumber of 𝑘𝑚

∗ = 0 km−1 (e.g., see 
the DFT spectrum for 𝑛 = 0 in Figure 15). This component is spatially uniform, because it has an 
infinitely long wavelength (i.e., 𝐿𝑚

∗ = ∞ km). If this spatially uniform component has a non-zero 
growth rate, this implies sedimentation or erosion along the whole bed. To satisfy the conservation of 
sediment in the system, this component must therefore have a growth rate of zero, meaning that the 
bed perturbation will not grow or decay over time. Since most multichromatic bedforms for 𝑛 = 0 
have a dominant (or relatively strong) spatially uniform component, these bedforms must all have 
growth rates equal to zero. However, the growth curve for 𝑛 = 0 shows that these bedforms have 
non-zero growth rates (see Figure 14). The bedforms for 𝑛 = 0 therefore do not comply with the 
requirement for conservation of sediment. 
 
The contradiction described above might be the reason for the unexpected shape of the growth curve 
for 𝑛 = 0 around small wavenumbers (see Figure 14). This growth curve for the NRL model approaches 
a slightly positive growth rate, instead of the origin, as the wavenumber decreases to zero. This does 
not comply with the growth curve for the RL model (see Figure 14) and the results found by similar 
linear stability studies (e.g., Schramkowski et al., 2002). The shape of this growth curve for the NRL 
model is therefore assumed to be invalid (mainly around small wavenumbers). We expect that the 
growth curve for 𝑛 = 0 should approach the origin, as the wavenumber decreases to zero, similar to 
the shape of the growth curve for the RL model. 
 
Next, we analyse the multichromatic bedforms for higher cross-channel modes (i.e., 𝑛 > 0). The DFT 
spectra show that the spatially uniform component has a relatively weak presence in most bedforms 
for 𝑛 > 0, (e.g., see DFT spectrum for 𝑛 = 1 and 2 in Figure 18). Therefore, the bedforms for 𝑛 > 0 
seem to better comply with the requirement for conservation of sediment in the system. The growth 
curves for 𝑛 > 0 are therefore assumed to be valid. 
 
The model equations and periodic boundary conditions used in the model formulation of the NRL 
model set the requirement for conservation of sediment. However, the abovementioned results for 
the NRL model do not seem to comply with this requirement. Possible causes for this contradiction 
between the model formulation and the results are given in Subsection 6.2.6. 
 
3. Consistent differences between the growth curves for 𝒏 > 𝟎 for the NRL and RL model 
Several differences are noted when comparing the growth curves for the NRL model to those for the 
RL model (see Figure 14). Three of these differences are consistent for the higher cross-channel modes 
(i.e., 𝑛 > 0): (1) the growth curves for the NRL and RL model have similar growth rates for small 
wavenumbers (i.e., 𝑘𝑚

∗ ≈ 0 km−1); (2) the peaks of the growth curves for the NRL model are higher 
and occur at larger wavenumbers compared to the peaks for the RL model; and (3) the growth curves 
for the NRL model have steeper slopes for larger wavenumbers (i.e., 𝑘𝑚

∗ > 0.5 km−1) than the curves 
for the RL model. The consistency of these differences suggests that they may be caused by a 
propagating tidal wave. Moreover, since the results for 𝑛 > 0 seem the comply relatively well with the 
requirement for conservation of sediment (as explained above), it is less likely that these differences 
are related to (numerical) inaccuracies in the NRL model. 
 
Assuming that the growth curve for 𝑛 = 0 for the NRL model should approach the origin (as explained 
above), the FGM for the reduced friction case has a growth rate of zero (i.e., 𝜔𝑚

∗ = 0 yr−1). This means 
that all other modes have negative growth rates. Therefore, the basic state is stable, meaning the 
system evolves back to the basic state (i.e., a flat bed). Based on the growth curves for the NRL model 
(see Figure 14), the formation of tidal bars is thus not expected for the reduced friction case in the 
Western Scheldt. Hence, it is not possible to use these results to draw direct conclusions regarding the 
influence of a propagating tidal wave on the formation of tidal bars.  
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The NRL model developed in this study cannot be used to obtain solutions to the perturbed state for 
the standard friction case. However, based on the growth curves for the RL model (see Figure 10), the 
formation of tidal bars is expected for the standard friction case. We assume that the general (or 
qualitative) influence of a propagating tidal wave on the growth curves is similar for both cases in the 
Western Scheldt. By making this assumption it is possible to get a first impression regarding the 
influence of a propagating tidal wave on the formation of tidal bars (see Subsection 6.1.3). This 
assumption is based on the observation that the general (or qualitative) aspects of the solutions to the 
basic state (as listed in Subsection 6.1.1) are consistent for both cases in the Western Scheldt. 
Nevertheless, the exact (or quantitative) details of these solutions do differ. Further research must 
therefore be conducted to ensure the validity of the abovementioned assumption. 
 

Replicating the growth curves for the NRL model 
Finally, we will show that the growth curves for the NRL model (see Figure 14) can be replicated using 
the (semi-analytical) RL model with increased values for two coefficients: the linear friction coefficient 
(𝑟∗) and the bed slope correction coefficient in the along-channel direction (𝜆𝑎

∗ ). Note that the original 
(semi-analytical) RL model only has one bed slope correction coefficient (𝜆∗). In this analysis, this 
coefficient is split into a cross-channel coefficient (𝜆𝑐

∗) and an along-channel coefficients (𝜆𝑎
∗ ). The 

cross-channel bed slope correction coefficient (𝜆𝑐
∗) is not increased. These changes to the coefficients 

of the RL model are based on the findings for the study by Scharmkowski et al. (2002), in which the 
effects of the geometry and bed friction on local bedforms are analysed. The exact values for the two 
coefficients are determined by fitting the growth curve for 𝑛 = 1 for the RL model with altered 
coefficients (𝑟∗ and 𝜆𝑎

∗ ) to the growth curve for 𝑛 = 1 for the NRL model. 
 
Figure 17 contains the growth curves (and areas) for the NRL model and the RL model with altered 
coefficients (𝑟∗ and 𝜆𝑎

∗ ). The solid lines and dashed lines (with shaded areas) represent the growth 
curves for the RL model with altered coefficients (𝑟∗ and 𝜆𝑎

∗ ) and the growth curves (with growth areas) 
for the (numerical) NRL model, respectively.  and  denote the FGM for the RL and NRL model, 
respectively. Moreover,  denotes the partial fastest growing mode (pFGM) for each cross-channel 
mode. Recall that the pFGMs are the FGM for each individual cross-channel mode. 
 

 
Figure 17: Growth curves (and areas) showing the growth rate (𝜔𝑚

∗  in 𝑦𝑟−1) as a function of the morphological 
wavenumber (𝑘𝑚

∗  in 𝑘𝑚−1) for different cross-channel modes (𝑛). The growth curves (and areas) are shown for 
the reduced friction case in the Western Scheldt (Table 1). The solid lines and dashed lines (with shaded areas) 
represent the growth curves for the (semi-analytical) RL model with altered model coefficients (𝑟∗ and 𝜆𝑎

∗ ) and 
the growth curves (with growth areas) for the (numerical) NRL model, respectively. ,  and  denote the pFGM 
for each cross-channel mode, the FGM for the RL model and the FGM for the NRL model, respectively. 
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Figure 17 shows that the growth curves for the NRL model can be replicated by altering two coefficients 
(𝑟∗ and 𝜆𝑎

∗ ) of the RL model. This however does not directly imply that the free surface effects caused 
by a propagating tidal wave increase the effects caused by friction (𝑟∗) and the bed slope in the cross-
channel direction (𝜆𝑎

∗ ). It is entirely possible that a propagating tidal wave induces other effects, such 
as free surface effects, that result in the differences between the growth curves for the NRL and RL 
model observed in Figure 14. 
 

6.1.3 Influence of a propagating tidal wave on the formation of tidal bars 
The growth curves for the reduced friction case in the Western Scheldt are shown in Figure 14. This 
figure shows that the peaks of the growth curves (for 𝑛 > 0) for the NRL model are higher and occur 
at larger wavenumbers compared to the peaks for the RL model. These results cannot be used to draw 
direct conclusions about the relation between a propagating tidal wave and the formation of tidal bars. 
However, by making two assumptions, these results can be used to get a first impression regarding the 
influence of a propagating tidal wave on the formation of tidal bars (see Subsection 6.1.2). 
 
In Subsection 6.1.2 we argue that the abovementioned difference between the growth curves might 
be caused by a propagating tidal wave. Moreover, we also propose that the general (or qualitative) 
influence of a propagating tidal wave on the formation of tidal bars may be the same for both cases in 
the Western Scheldt. Assuming that these two preconditions are true, we expect that a propagating 
tidal wave might have the following influence on the formation of tidal bars: 

• Formation of shorter tidal bars (i.e., the wavelength of the FGM decreases): 
A propagating tidal wave increases the wavenumber of the FGM. Hence, the wavelength of 
the dominant bedform decreases. Assuming the FGM has a positive growth rate, this results 
in the formation of shorter tidal bars. 

• Faster formation of tidal bars (i.e., the growth rate of the FGM increases): 
A propagating tidal wave also increases the growth rate of the FGM. Assuming that the growth 
rate of the FGM is positive, this implies faster formation of tidal bars. Here, we also assume 
that the growth rate of the FGM gives an indication of the speed at which tidal bars develop. 

 
The abovementioned statements are based on the results obtained using the NRL model developed 
and applied in this study. To ensure the validity of these statements, further research must therefore 
be conducted in which this model is improved and validated. The NRL model presented in this study 
can be improved by addressing the points discussed in Section 6.2. Moreover, the abovementioned 
statements are based on the results for the reduced friction case in the Western Scheldt. The NRL 
model should thus also be applied to a wider range of cases, including the standard friction case 
presented in this study. 
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6.2 Evaluation of the NRL model 
6.2.1 Model formulation 
Linear stability models are generally simple due to their idealised nature. However, the model 
formulation used in this study (see Chapter 2) is especially simple compared to other linear stability 
models that are used to analyse the formation of tidal bars (e.g., Hepkema et al., 2019, 2020). Similar 
models generally capture additional physical processes of the system, such as the Coriolis effect and 
suspended sediment transport. Moreover, the linear stability model used in this study only considers 
a flow induced by a 𝑀2 tide. The current model can therefore not be used, but can be extended, to 
study asymmetrical flow conditions caused by a residual current (𝑀0) and higher order tidal 
components (𝑀4 and 𝑀8). 
 

6.2.2 Expansions in the Froude number 
An expansion in the Froude number is used to find the solution for the basic flow under a propagating 
tidal wave (see Subsection 3.2.2). The solution presented in this study is of first order in Froude number 
(𝛿1). This solution is therefore only valid up to an along-channel distance of 𝛿𝑥 ≪ 1. When friction is 
neglected, the amplitude of the wave keeps increasing as it becomes more distorted. This is physically 
unrealistic since this behaviour is in reality counterbalanced by dispersion. Including higher order terms 
in Froude number will result in a slightly more accurate solution for the basic flow and increase the 
along-channel distance for which this solution is valid. Alternatively, a multiple-scale expansion can be 
used to obtain a solution which consists of two (or more) components that occur on different scales 
(Holmes, 2013). For example, an oscillatory component that describes the solution on a small spatial 
scale, and another component that describes the variations that take place on a large spatial scale. 
Using a multiple-scale expansion might therefore results in a more accurate solution to the basic state. 
 

The friction terms in the momentum equations of the perturbed state are also linearised using a 
geometric series in the Froude number (see Subsection 5.1.1). In this study this linearisation is also an 
approximation of first order in Froude number (𝛿1). Including higher order terms will also increase the 
accuracy of the linearised friction terms. 
 

Ideally, all expansions in the Froude number used throughout the NRL model should be approximations 
of second order (or higher) in Froude number. This is because, the Froude number (Fr = 𝛿 = 𝑍∗/𝐻∗) 

is of the same order as the ratio 𝜀 = ℎ̂∗/𝐻∗ used to linearise the system (see Eq.(2)). Expansions of 
second order in Froude number will therefore ensure that the accuracy of the analysis is not limited 
by the accuracy of the expansions in the Froude number (i.e., 𝒪(𝛿3)), but by the accuracy of the 
linearisation of the system (i.e., 𝒪(𝜀2)). 
 

6.2.3 Truncation and discretisation 
The hydrodynamic variables in the perturbed state are expanded as Fourier series (see Subsection 
4.3.2). In this study these Fourier series are truncated at 𝑃 = 2. Increasing the value of 𝑃 will allow for 
the inclusion of additional higher harmonics that are generated by the advection terms in the model 
equations. This can result in a more accurate solution to the perturbed state. Moreover, a central 
difference scheme is used to discretise the model domain. Increasing the number of discretisation 
points (𝑀) results in a numerical solution that is a better approximation of the semi-analytical solutions 
(see Subsection 4.4). In this study, 𝑀 = 801 seems to result in sufficiently accurate numerical solutions 
for both cases in the Western Scheldt. Nevertheless, a larger (or smaller) number of discretisation 
points might be required when applying the numerical model to other cases. 
 

6.2.4 Periodic boundary conditions 
In this study, the discretisation uses periodic boundary conditions at either side of the model domain 
(i.e., at 𝑥∗ = 0 and 475 km). Due to these boundary conditions, the (numerical) NRL model can 
currently only be applied to the reduced friction case (see Subsection 5.1.2). It is beneficial to use non-
periodic boundary conditions in the discretisation, since this allows us to apply the NRL model to a 
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wider range of cases, including the standard friction case for the Western Scheldt. However, the use 
of non-periodic boundary conditions (e.g., Neumann and/or Dirichlet) is outside the main scope of this 
study. This is because further research must be conducted to correctly implement these boundary 
conditions. Nevertheless, Appendix E does contain the solutions to the perturbed state obtained using 
the NRL model with three different sets of non-periodic boundary conditions. 
 

6.2.5 Numerical solution procedure for the cross-channel bedform structures 
The (numerical) NRL model presented in this study uses an analytical procedure to obtain the solutions 
for the bedforms in the cross-channel direction. This analytical procedure is comparable to the 
procedure used (in the along-channel direction) by the (semi-analytical) RL model. Part of this 
procedure is to predefine the sinusoidal structure of the bedforms in the cross-channel direction. 
Therefore, the cross-channel structure cannot respond to spatially variant flows caused by a 
propagating tidal wave. To allow for such a response, the current analytical procedure must be 
replaced by a numerical procedure. This procedure is comparable to the numerical procedure used (in 
the along-channel direction) by the NRL model presented in this study. When implemented, the NRL 
model will be fully numerical, meaning that numerical solution procedures for the perturbed state are 
used in both horizontal directions. This will most likely not enhance the results for tidal bars in a tidal 
channel due to the unidirectional nature of the propagating tidal wave. However, a completely 
numerical solution procedure is required to analyse the influence of a propagating tidal wave on the 
formation of other tide-induced rhythmic bed features (see Subsection 7.6.1). 
 

6.2.6 Contradictions in model formulations and results 
In this study, a standard and reduced friction case are analysed for the Western Scheldt (see Table 1). 
For the standard friction case, the solutions to the perturbed state comply with the solutions for the 
Western Scheldt found in similar linear stability studies (e.g., Hepkema et al., 2019, 2020). This implies 
that the linear friction coefficient (𝑟∗) and bed load coefficient (𝛼∗) used in the standard friction case 
seem to be appropriate for the Western Scheldt. However, the solutions to the basic state show that 
the standard friction case results in a propagating tidal wave that decays unrealistically fast (i.e., 
complete decay after roughly one tidal wavelength). Based on these solutions, the coefficients used in 
the reduced friction case seem to be more appropriate, since the propagating tidal wave decays much 
slower (i.e., complete decay after multiple tidal wavelengths). However, the solutions to the perturbed 
state for the reduced friction case underestimate the solutions found in similar linear stability studies. 
Further research must therefore be conducted regarding the values of the linear friction coefficient 
(𝑟∗) and bed load coefficient (𝛼∗) used in the NRL model. 
 
The model equations and periodic boundary conditions used in the model formulation of the NRL 
model set the requirement for conservation of sediment. However, the results for the NRL model do 
not seem to comply with this requirement (see Subsection 6.1.2). This contradiction may be related to 
one or more of the following aspects of the NRL model: slightly incorrect use of periodic boundary 
conditions, since the solutions to basic state at the left of the model domain does not completely match 
the solution at the right side of the domain; the bed evolution in the basic state (see Figure 5) does not 
comply with the requirement for conservation of sediment in the system; and other (numerical) 
inaccuracies that might have occurred in the NRL model. Further research must be conducted to find 
the exact cause for this contradiction between the model formulation and the model results. 
 

6.2.7 Conceptual and computational complexity 
It should be noted that the (numerical) NRL model presented in this study is conceptually complex 
compared to the (semi-analytical) RL model. This is because of the expansion in the Froude number 
required to find the solution to the basic state and the numerical procedure required to obtain the 
solution to the perturbed state. Due to the latter, the (numerical) NRL model is also computationally 
more expensive than the (semi-analytical) RL model. This makes the NRL model less suitable for an 
extensive sensitivity analysis.  
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7. Conclusion and Outlook 
The objective of this master thesis and the research questions are formulated in Section 1.4. This 
chapter contains answers to these research questions and provides an outlook for further research 
regarding the influence of a propagating tidal wave on the formation of rhythmic bed features. 
 

7.1 How can a propagating tidal wave be considered in a linear stability 
model for tidal bars? 

In Chapter 2, a model is formulated for a propagating tidal wave in a tidal channel. This model consists 
of the depth-averaged hydrodynamic equations, a simple sediment transport formula and a sediment 
conservation equation for the bed evolution. Boundary conditions at the open boundaries of the 
channel demand that both the free water surface and along-channel flow velocity must follow 
sinusoidal waves that can only propagate in the positive along-channel direction. Due to these 
boundary conditions, the NRL model can consider a tidal wave that propagates through the channel. 
 

7.2 How can we define a meaningful basic state for this NRL model? 
In Chapter 3, an expansion in the Froude number is used to obtain the solution to the basic state for 
the NRL model. The results show that the free water surface and depth-averaged velocity in the along-
channel direction are described by sinusoidal waves that become increasingly distorted as they travel 
in the along-channel direction. Moreover, because the basic flow is spatially variant, the sensitivity of 
the bed evolution under the basic flow is analysed. This is done by comparing the bed evolution in the 
basic state to the approximated evolution of the bed in the perturbed state. If the former is small 
compared to the latter, it is valid to conclude that the bed in the basic state remains relatively flat. This 
is important because the basic state must represent a steady system with a flow over a flat bed. The 
results show that the solution to the basic state for the NRL model presented in this study is only valid 
for the reduced friction case in the Western Scheldt. 
 

7.3 How can we obtain the solution to the perturbed state for this NRL model? 
In Chapter 4, a numerical solution procedure for the perturbed state is developed. This is done because 
the semi-analytical procedure breaks down when the solution to the basic state is spatially variant, as 
is the case for the NRL model. As part of the numerical procedure, a generalised eigenvalue problem 
for the evolution of this state is defined. The eigenvectors and eigenvalues that follow from this 
problem describe the structure of the bedforms and can be used to determine the other bedform 
characteristics (i.e., growth rate, cross-channel mode and wavelength). These characteristics are used 
to construct growth curves and to define the fastest growing mode (FGM). The FGM is considered the 
dominant bedform and therefore provides insight into the behaviour of the system. The numerical 
procedure developed in this study is first applied to the (numerical) RL model. This is done to validate 
the numerical procedure by comparing the numerical solutions to those obtained using the semi-
analytical solution procedure. The results show that the numerical and semi-analytical solutions are 
approximately equal when the total number of discretisation points is sufficiently large. 
 

7.4 What are the growth characteristics for this NRL model? 
In Chapter 5, the numerical solution procedure for the perturbed state is applied to the NRL model in 
which a propagating tidal wave is considered. The (numerical) NRL model can only be applied to the 
reduced friction case, due to the periodic boundary conditions used in the discretisation. Therefore, 
the results for the NRL model can only be used to derive growth characteristics for the reduced friction 
case in the Western Scheldt. However, by using the results for the RL model and making two 
assumptions (summarised in Section 7.5), it is possible to get a first impression of the growth 
characteristics for the standard friction case. The growth characteristics of the FGM for both cases in 
the Western Scheldt are given in Table 3. Based on these characteristics, tidal bars are only expected 
to develop for the standard friction case.  
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Table 3: Growth characteristics of the FGM for the standard and reduced friction cases in the Western Scheldt. 

Growth characteristic Symbol Unit 
Value of the FGM 

Reduced 
friction case1 

Standard 
friction case2 

Growth rate 𝜔𝑚
∗  yr−1 0 > 0.15 

Cross-channel mode 𝑛 − 0 2 
Wavenumber 𝑘𝑚

∗  km−1 0 > 0.59 
Wavelength 𝐿𝑚

∗  km − < 10.7 
1The values of the FGM for the reduced friction case are based on the growth curves for the NRL model (see 
Figure 14). Note that the shape of the growth curve for 𝑛 = 0 is assumed to be invalid (mainly around small 
wavenumbers). 2The values of the FGM for the standard friction case are based on the growth curves for the 
RL model (see Figure 10). The relative increase (>) or decrease (<) of these values is based on the differences 
between the growth curves for the reduced friction case for the NRL and RL model (see Figure 14). 

 

7.5 What is the influence of a propagating tidal wave on the formation of 
tidal bars? 

In Chapter 6, the results obtained using the NRL model are discussed and interpreted. These results 
show that the peaks of the growth curves (for 𝑛 > 0) for the NRL model are higher and occur at larger 
wavenumbers compared to the peaks for the RL model. We define two preconditions: this difference 
between the growth curves is caused by a propagating tidal wave; and the general (or qualitative) 
influence of a propagating tidal wave is the same for both cases in the Western Scheldt. Assuming 
these preconditions are true, we expect that a propagating tidal wave might have the following 
influence on the formation of tidal bars: 

• Formation of shorter tidal bars (i.e., the wavelength of the FGM decreases). 

• Faster formation of tidal bars (i.e., the growth rate of the FGM increases). 
 
These statements are based on the results obtained using the NRL model developed and applied in 
this study. To ensure the validity of these statements, further research must therefore be conducted 
in which this model is improved and validated. 
 

7.6 Outlook for further research regarding the influence of a propagating 
tidal wave on the formation of rhythmic bed features 

Further research can be performed regarding the NRL model that is developed and applied in this 
study. Firstly, the NRL model can be improved by addressing the points discussed in Section 6.2. 
Secondly, the NRL model may be used to analyse the formation of other tide-induced rhythmic bed 
features under a propagating tidal wave, such as sand banks and sand waves. We briefly comment on 
the points that must be considered before the NRL model can be used to analyse these bedforms. 
Finally, we also discuss how the NRL model might provide further insight into the 𝑘 = 0-problem. 
 

7.6.1 Sand banks and sand waves 
Sand banks are large offshore rhythmic bed features with typical wavelengths of tens of kilometres, 
widths of 5 to 10 km and heights of tens of metres. Their crests are usually oriented at a slight angle 
(ranging from 0° to 30°) with respect to the mean tidal current (Hulscher & van den Brink, 2001). This 
is due to tidal rectification, which describes the adjustment of the tidal flow obliquely approaching a 
sand bank (Pattiaratchi & Collins, 1987; Robinson, 1983; Roos & Hulscher, 2003; Zimmerman, 1982). 
Because of their orientation, sandbanks are generally modelled using 2DH models (e.g., Hulscher et 
al., 1993). To capture the mechanism of tidal rectification, the Coriolis effect must be added to the NRL 
model. Due to the orientation of the sand banks, a propagating tidal wave influences the structures of 
the bedforms in both horizontal directions. The NRL model must therefore be fully numerical, meaning 
that numerical solution procedures for the perturbed state are used in both horizontal directions. A 
more detailed description of a fully numerical NRL model is given in Subsection 6.2.5.  
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Sand waves are rhythmic bed features with typical wavelengths of 100 to 800 m, heights of the order 
of several metres and their crests are oriented perpendicular to the mean tidal current (Hulscher & 
van den Brink, 2001). Sand waves are formed due to residual circulations in the vertical plane 
(Zimmerman, 1982). To capture these circulations, sand waves are generally modelled using 2DV (or 
3D) models (e.g., Hulscher, 1996). The NRL model must thus be changed to a 2DV (or 3D) model. In 
sand wave models, the rigid lid assumption is generally used to simplify the boundary conditions at the 
free surface. This assumption cannot be used in the NRL model, since this neglects the free surface 
effects caused by a propagating tidal wave. Because of this, the solution to the basic state obtained by 
the NRL model will vary in in both the horizontal and vertical direction. The NRL model must therefore 
also be fully numerical when it is used to model sand waves. 
 
The abovementioned changes must be made to the NRL model before this model can be used to 
analyse the formation of sand banks and sand waves. Before all this, the NRL model must first be 
improved by addressing the points discussed in Section 6.2. 
 

7.6.2 𝒌 = 𝟎-problem 
Field observations have shown that bedforms have a limited range in wavelengths (van Santen et al., 
2011). The formation of bedforms with short wavelengths is known to be suppressed by slope-induced 
sediment transport. It is however still unknown which physical mechanisms suppresses the formation 
of bedforms with long wavelengths (Borsje et al., 2014; Campmans, 2018). When modelling bed 
evolution on large spatial domains, the system therefore tends to gradually develop bedforms with 
positive growth rates and wavelengths equal to the size of the domain length (van den Berg et al., 
2012). Because of this, the problem is sometimes referred to as the 𝑘 = 0-problem (Roos, 2019). This 
fundamental problem occurs in both linear stability models and nonlinear models for different 
morphodynamic systems, e.g., sand banks (e.g., Roos & Hulscher, 2007), sand waves (e.g., Campmans 
et al., 2018) and river dunes (e.g., Paarlberg et al., 2009). This implies that the physical mechanism that 
supresses the formation of long bedforms is still missing. In nonlinear models, this mechanism might 
be found by modelling turbulence using a 𝑘 − 𝜀 model in combination with including suspended load 
transport (Borsje et al., 2014), or by including a bedform splitting mechanisms that artificially 
introduces small bedforms (Warmink et al., 2014). 
 
The missing mechanism that supresses the formation of long bedforms could also be related to the 
horizontal variations in a tidal wave over a large spatial domain (Campmans, 2018). Currently, most 
linear stability models apply the rigid lid assumption, through which these variations are neglected. 
This assumption may therefore be the underlying cause of the 𝑘 = 0-problem. The rigid lid assumption 
is not applied in the NRL model presented in this study. This model might thus be able to provide 
further insight into one of the mechanisms that supresses the formation of long bedforms. 
 
The 𝑘 = 0-problem does not occur when modelling tidal bars in a tidal channel with a traditional linear 
stability model (e.g., the RL model used in this study). This is because, the formation of infinitely long 
tidal bars is already suppressed by the effects related to the finite width of the tidal channel. Therefore, 
the results for the NRL model obtained in this study do not directly provide further insight regarding 
the possible relation between the rigid lid assumption and the 𝑘 = 0-problem. If the NRL model can 
be altered to analyse the formation of other tide-induced rhythmic bed features (see Subsection 7.6.1), 
then this model might be able to provide further insight into the missing mechanism that supresses 
the formation of long bedforms. 
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Appendices 
Appendix A: Rewritten model equations for the perturbed state 
A.1    Rewritten model equations for the perturbed state of the RL model 
The model equations for the perturbed state of the RL model (see Eq.(50) to Eq.(52) and Eq.(54) in 
Chapter 4) are linearised by substituting the expressions given in Eq.(55) in these equations. This 
results in: 
 

𝜕𝑢̂1

𝜕𝑥
− 𝑢0

𝜕ℎ̂1

𝜕𝑥
+

𝑛𝜋

𝐵
𝑣1 = 0, (A.1) 

𝜕𝑢̂1

𝜕𝑡
+ 𝑢0

𝜕𝑢̂1

𝜕𝑥
+

𝜕𝜁1
𝜕𝑥

+ 𝑟𝑢̂1 + 𝑟𝑢0ℎ̂1  = 0, (A.2) 

𝜕𝑣1

𝜕𝑡
+ 𝑢0

𝜕𝑣1

𝜕𝑥
−

𝑛𝜋

𝐵
𝜁1 + 𝑟𝑣1 = 0, (A.3) 

𝜕ℎ̂1

𝜕𝜏
= −

𝜕

𝜕𝑥
〈3𝑢0

2𝑢̂1 − 𝑢0
2𝜆

𝜕ℎ̂1

𝜕𝑥
〉 − 〈

𝑛𝜋

𝐵
𝑢0

2𝑣1 +
𝑛2𝜋2

𝐵2
𝑢0

2𝜆ℎ̂1〉. (A.4) 

 
Next, substituting the truncated Fourier series given in Eq.(56) in these equations results in: 
 

𝜕𝑈1,𝑝

𝜕𝑥
− 𝑈0,𝑝

𝜕ℎ1

𝜕𝑥
+

𝑛𝜋

𝐵
𝑉1,𝑝 = 0, (A.5) 

𝑖𝑝𝑈1,𝑝 + ∑ [𝑈0,𝑝−𝑝′

𝜕𝑈1,𝑝′

𝜕𝑥
]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

+
𝜕𝑍1,𝑝

𝜕𝑥
+ 𝑟𝑈1,𝑝 + 𝑟𝑈0,𝑝ℎ̂1 = 0, (A.6) 

𝑖𝑝𝑉1,𝑝 + ∑ [𝑈0,𝑝−𝑝′

𝜕𝑉1,𝑝′

𝜕𝑥
]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

−
𝑛𝜋

𝐵
𝑍1,𝑝 + 𝑟𝑉1,𝑝 = 0, (A.7) 
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𝜕𝜏
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𝜕

𝜕𝑥
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𝜕𝑥2
]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

)

− ( ∑ [
𝑛𝜋
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(A.8) 

 
These model equations can also be written in matrix notation: 
 

𝜕𝑈1,𝑝

𝜕𝑥
− 𝑈0,𝑝

𝜕ℎ1

𝜕𝑥
+

𝑛𝜋

𝐵
𝑉1,𝑝 = 0, (A.9) 

𝑨𝑼𝟏 + 𝑩𝑼

𝜕𝑼𝟏

𝜕𝑥
+

𝜕𝒁𝟏

𝜕𝑥
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𝒁𝟏 + 𝑟𝑽𝟏 = 0, (A.11) 

𝜕ℎ̂1

𝜕𝜏
= −

𝜕

𝜕𝑥
(3𝑬𝑼𝑼

′ 𝑼𝟏 − 𝑫𝑼𝑼
′ 𝜆

𝜕ℎ̂1

𝜕𝑥
) − (

𝑛𝜋

𝐵
𝑬𝑼𝑼

′ 𝑽𝟏 +
𝑛2𝜋2

𝐵2
𝑫𝑼𝑼

′ 𝜆ℎ̂1). (A.12) 

 
The vectors and matrices used in these equations are given in Appendix C. Finally, discretising the 
model equations using the central difference scheme in Eq.(57), results in: 
 

−
1

2Δ𝑥
𝑼𝟏,𝒎−𝟏 +

1

2Δ𝑥
𝑼𝟏,𝒎+𝟏 +

𝑛𝜋

2𝐵
𝑽𝟏,𝒎 +

𝑼𝟎,𝒎

2Δ𝑥
ℎ1,𝑚−1 −

𝑼𝟎,𝒎

2Δ𝑥
ℎ1,𝑚+1 = 0, (A.13) 
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−
1

2Δ𝑥
𝒁𝟏,𝒎−𝟏 +

1

2Δ𝑥
𝒁𝟏,𝒎+𝟏 −

𝑩𝑼,𝒎

2Δ𝑥
𝑼𝟏,𝒎−𝟏 + (𝑨 + 𝑟)𝑼𝟏,𝒎 +

𝑩𝑼,𝒎

2Δ𝑥
𝑼𝟏,𝒎+𝟏

+ 𝑟𝑼𝟎,𝒎ℎ1,𝑚 = 0, 
(A.14) 

−
𝑛𝜋

𝐵
𝒁𝟏,𝒎 −

𝑩𝑼,𝒎

2Δ𝑥
𝑽𝟏,𝒎−𝟏 + (𝑨 + 𝑟)𝑽𝟏,𝒎 +

𝑩𝑼,𝒎

2Δ𝑥
𝑽𝟏,𝒎+𝟏 = 0, (A.15) 

3𝑬𝑼𝑼,𝒎
′

2Δ𝑥
𝑼𝟏,𝒎−𝟏 −

3𝑬𝑼𝑼,𝒎
′

2Δ𝑥
𝑼𝟏,𝒎+𝟏 −

𝑛𝜋

𝐵
𝑬𝑼𝑼,𝒎

′ 𝑽𝟏,𝒎 +
𝜆𝑫𝑼𝑼,𝒎

′

(Δ𝑥)2
ℎ̂1,𝑚−1

− (
2𝜆𝑫𝑼𝑼,𝒎

′

(Δ𝑥)2
+

𝜆𝑛2𝜋2

𝐵2
𝑫𝑼𝑼,𝒎

′ ) ℎ̂1,𝑚 +
𝜆𝑫𝑼𝑼,𝒎

′

(Δ𝑥)2
ℎ̂1,𝑚+1 =

𝜕ℎ̂1,𝑚

𝜕𝜏
. 

(A.16) 

 

A.2    Rewritten model equations for the perturbed state of the NRL model 
The model equations for the perturbed state of the NRL model (see Eq.(65), Eq.(66), Eq.(70) and Eq.(71) 
in Chapter 5) are linearised by substituting the expressions given in Eq.(55) in these equations. This 
results in: 
 

𝜕𝜁1
𝜕𝑡

+
𝜕𝑢̂1

𝜕𝑥
− 𝑢0

𝜕ℎ̂1

𝜕𝑥
− ℎ̂1

𝜕𝑢0

𝜕𝑥
+ 𝛿𝑢0

𝜕𝜁1
𝜕𝑥

+ 𝛿𝑢̂1

𝜕𝜁0

𝜕𝑥
+ 𝛿𝜁0

𝜕𝑢̂1

𝜕𝑥
+ 𝛿𝜁1

𝜕𝑢0

𝜕𝑥
+

𝑛𝜋

𝐵
𝑣1

+ 𝛿
𝑛𝜋

𝐵
𝜁0𝑣̂1 = 0, 

(A.17) 

𝜕𝑢̂1

𝜕𝑡
+ 𝛿𝑢0

𝜕𝑢̂1

𝜕𝑥
+ 𝛿𝑢̂1

𝜕𝑢0

𝜕𝑥
+

𝜕𝜁1
𝜕𝑥

+ 𝑟𝑢̂1 + 𝑟𝑢0ℎ̂1 − 𝛿𝑟𝜁0𝑢̂1 − 2𝛿𝑟𝜁0𝑢0ℎ̂1 − 𝛿𝑟𝑢0𝜁1 = 0, (A.18) 

𝜕𝑣1

𝜕𝑡
+ 𝛿𝑢0

𝜕𝑣1

𝜕𝑥
−

𝑛𝜋

𝐵
𝜁1 + 𝑟𝑣1 − 𝛿𝑟𝜁0𝑣̂1 = 0, (A.19) 

𝜕ℎ̂1

𝜕𝜏
= −

𝜕

𝜕𝑥
〈3𝑢0

2𝑢̂1 − 𝑢0
2𝜆

𝜕ℎ̂1

𝜕𝑥
〉 − 〈

𝑛𝜋

𝐵
𝑢0

2𝑣1 +
𝑛2𝜋2

𝐵2
𝑢0

2𝜆ℎ̂1〉. (A.20) 

 
Next, substituting the truncated Fourier series given in Eq.(56) in these equations results in: 
 

𝑖𝑝𝑍1,𝑝 +
𝜕𝑈1,𝑝

𝜕𝑥
− 𝑈0,𝑝

𝜕ℎ̂1

𝜕𝑥
− ℎ̂1

𝜕𝑈0,𝑝

𝜕𝑥
 

+ ∑ [𝛿𝑈0,𝑝−𝑝′

𝜕𝑍1,𝑝′

𝜕𝑥
+ 𝑈1,𝑝′

𝜕𝑍0,𝑝−𝑝′

𝜕𝑥
+ 𝛿𝑍0,𝑝−𝑝′

𝜕𝑈1,𝑝′

𝜕𝑥
+ 𝛿𝑍1,𝑝′

𝜕𝑈0,𝑝−𝑝′

𝜕𝑥
]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

 

+
𝑛𝜋

𝐵
𝑉1,𝑝 + ∑ [𝛿

𝑛𝜋

𝐵
𝑍0,𝑝−𝑝′𝑉1,𝑝′]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

= 0, 

(A.21) 

𝑝𝑈1,𝑝 + ∑ [𝛿𝑈0,𝑝−𝑝′

𝜕𝑈1,𝑝′

𝜕𝑥
+ 𝛿𝑈1,𝑝′

𝜕𝑈0,𝑝−𝑝′

𝜕𝑥
]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

+
𝜕𝑍1,𝑝

𝜕𝑥
+ 𝑟𝑈1,𝑝 + 𝑟𝑈0,𝑝ℎ̂1 

+ ∑ [−𝛿𝑟𝑍0,𝑝−𝑝′𝑈1,𝑝′ − 2𝛿𝑟𝑍0,𝑝−𝑝′𝑈0,𝑝′ℎ̂1 − 𝛿𝑟𝑈0,𝑝−𝑝′𝑍1,𝑝′]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

= 0, 

(A.22) 

𝑖𝑝𝑉1,𝑝 + 𝛿 ∑ [𝑈0,𝑝−𝑝′

𝜕𝑉1,𝑝′

𝜕𝑥
]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

−
𝑛𝜋

𝐵
𝑍1,𝑝 + 𝑟𝑉1,𝑝 − 𝛿𝑟𝑍0,𝑝−𝑝′𝑉1,𝑝′ = 0, (A.23) 

𝜕ℎ̂1

𝜕𝜏
= −

𝜕

𝜕𝑥
( ∑ [3𝐷𝑈𝑈,−𝑝′

𝜕𝑈1,𝑝′

𝜕𝑥
− 𝑈0,−𝑝′𝑈0,𝑝′𝜆

𝜕2ℎ̂1

𝜕𝑥2
]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

)

− ( ∑ [
𝑛𝜋

𝐵
𝐷𝑈𝑈,−𝑝′𝑉1,𝑝′ +

𝑛2𝜋2

𝐵2
𝑈0,−𝑝′𝑈0,𝑝′𝜆ℎ̂1]

min(𝑃,𝑃+𝑝)

𝑝′=max(−𝑃,−𝑃+𝑝)

). 

(A.24) 
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These model equations can also be written in matrix notation: 
 

𝑨𝒁𝟏 +
𝜕𝑼𝟏

𝜕𝑥
− 𝑼𝟎

𝜕ℎ̂1

𝜕𝑥
− ℎ̂1

𝜕𝑼𝟎

𝜕𝑥
+ 𝛿𝑩𝑼

𝜕𝒁𝟏

𝜕𝑥
+ 𝛿

𝜕𝑩𝒁

𝜕𝑥
𝑼𝟏 + 𝛿𝑩𝒁

𝜕𝑼𝟏

𝜕𝑥
+ 𝛿

𝜕𝑩𝑼

𝜕𝑥
𝒁𝟏

+
𝑛𝜋

𝐵
𝑽𝟏 + 𝛿

𝑛𝜋

𝐵
𝑩𝒁𝑽𝟏 = 0, 

(A.25) 

𝑨𝑼𝟏 + 𝛿𝑩𝑼

𝜕𝑼𝟏

𝜕𝑥
+ 𝛿

𝜕𝑩𝑼

𝜕𝑥
𝑼𝟏 +

𝜕𝒁𝟏

𝜕𝑥
+ 𝑟𝑼𝟏 + 𝑟𝑼𝟎ℎ̂1 − 𝛿𝑟𝑩𝒁𝑼𝟏 − 2𝛿𝑟𝑫𝒁𝑼ℎ̂1

− 𝛿𝑟𝑩𝑼𝒁𝟏 = 0, 
(A.26) 

𝑨𝑽𝟏 + 𝛿𝑩𝑼

𝜕𝑽𝟏

𝜕𝑥
−

𝑛𝜋

𝐵
𝒁𝟏 + 𝑟𝑽𝟏 − 𝛿𝑟𝑩𝒁𝑽𝟏 = 0, (A.27) 

𝜕ℎ̂1

𝜕𝜏
= −

𝜕

𝜕𝑥
(3𝑬𝑼𝑼

′ 𝑼𝟏 − 𝑫𝑼𝑼
′ 𝜆

𝜕ℎ̂1

𝜕𝑥
) − (

𝑛𝜋

𝐵
𝑬𝑼𝑼

′ 𝑽𝟏 +
𝑛2𝜋2

𝐵2
𝑫𝑼𝑼

′ 𝜆ℎ̂1). (A.28) 

 
The vectors and matrices used in these equations are given in Appendix C. Finally, discretising the 
model equations using the central difference scheme in Eq.(57), results in: 
 

−
𝛿𝑩𝑼,𝒎

2Δ𝑥
𝒁𝟏,𝒎−𝟏 + (𝑨 +

𝛿(𝑩𝑼,𝒎+𝟏 − 𝑩𝑼,𝒎−𝟏)

2Δ𝑥
)𝒁𝟏,𝒎 +

𝛿𝑩𝑼,𝒎

2Δ𝑥
𝒁𝟏,𝒎+𝟏 

−
1 + 𝛿𝑩𝒁,𝒎

2Δ𝑥
𝑼𝟏,𝒎−𝟏 +

𝛿(𝑩𝒁,𝒎+𝟏 − 𝑩𝒁,𝒎−𝟏)

2Δ𝑥
𝑼𝟏,𝒎 +

1 + 𝛿𝑩𝒁,𝒎

2Δ𝑥
𝑼𝟏,𝒎+𝟏 

+
𝑛𝜋(1 + 𝛿𝑩𝒁,𝒎)

𝐵
𝑽𝟏,𝒎 +

𝑼𝟎,𝒎

2Δ𝑥
ℎ̂1,𝑚−1 −

𝑼𝟎,𝒎+𝟏 − 𝑼𝟎,𝒎−𝟏

2Δ𝑥
ℎ̂1,𝑚 −

𝑼𝟎,𝒎

2Δ𝑥
ℎ̂1,𝑚+1 = 0, 

(A.29) 

−
1

2Δ𝑥
𝒁𝟏,𝒎−𝟏 − 𝛿𝑟𝑩𝑼,𝒎𝒁𝟏,𝒎 +

1

2Δ𝑥
𝒁𝟏,𝒎+𝟏 −

𝛿𝑩𝑼,𝒎

2Δ𝑥
𝑼𝟏,𝒎−𝟏 

+(𝑨 +
𝛿(𝑩𝑼,𝒎+𝟏 − 𝑩𝑼,𝒎−𝟏)

2Δ𝑥
+ 𝑟 − 𝛿𝑟𝑩𝒁,𝒎)𝑼𝟏,𝒎 +

𝛿𝑩𝑼,𝒎

2Δ𝑥
𝑼𝟏,𝒎+𝟏 

+𝑟(𝑼𝟎,𝒎 − 2𝛿𝑫𝒁𝑼,𝒎)ℎ̂1,𝑚 = 0, 

(A.30) 

−
𝑛𝜋

𝐵
𝒁𝟏,𝒎 −

𝛿𝑩𝑼,𝒎

2Δ𝑥
𝑽𝟏,𝒎−𝟏 + (𝑨 + 𝑟 − 𝛿𝑟𝑩𝒁,𝒎)𝑽𝟏,𝒎 +

𝛿𝑩𝑼,𝒎

2Δ𝑥
𝑽𝟏,𝒎+𝟏 = 0, (A.31) 

3𝑬𝑼𝑼,𝒎
′

2Δ𝑥
𝑼𝟏,𝒎−𝟏 −

3(𝐸𝑼𝑼,𝒎+𝟏
′ − 𝑬𝑼𝑼,𝒎−𝟏

′ )

2Δ𝑥
𝑼𝟏,𝒎 −

3𝑬𝑼𝑼,𝒎
′

2Δ𝑥
𝑼𝟏,𝒎+𝟏 −

𝑛𝜋

𝐵
𝑬𝑼𝑼,𝒎

′ 𝑽𝟏,𝒎 

−
𝜆(𝑫𝑼𝑼,𝒎+𝟏

′ − 4𝑫𝑼𝑼,𝒎
′ − 𝑫𝑼𝑼,𝒎−𝟏

′ )

4(Δ𝑥)2
ℎ̂1,𝑚−1 − (

2𝜆𝑫𝑼𝑼,𝒎
′

(Δ𝑥)2
+

𝜆𝑛2𝜋2

𝐵2
𝑫𝑼𝑼,𝒎

′ ) ℎ̂1,𝑚 

+
𝜆(𝑫𝑼𝑼,𝒎+𝟏

′ + 4𝑫𝑼𝑼,𝒎
′ − 𝑫𝑼𝑼,𝒎−𝟏

′ )

4(Δ𝑥)2
ℎ̂1,𝑚+1 =

𝜕ℎ̂1,𝑚

𝜕𝜏
. 

(A.32) 
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Appendix B: Expanded matrices for the generalised eigenvalue problem 
B.1    Expanded matrices for the generalised eigenvalue problem of the RL model 
The expanded versions of the 𝑪 and 𝑮 matrices used in the generalised eigenvalue problem of the RL 
model (see Eq.(58) to Eq.(60) in Chapter 4) are shown below. Vectors and matrices used in the 𝑪 and 
𝑮 matrices are given in Appendix C. For 𝑃 = 0 the 𝑪 matrix is: 
 

[ 𝑪
𝟏
𝟏

𝑪
𝟏
𝟐

𝑪
𝟐
𝟏

𝑪
𝟐
𝟐

𝑪
𝟑
𝟏

𝑪
𝟑
𝟐

𝑪
𝟒
𝟏

𝑪
𝟒
𝟐 ]

=

[                                     
0

0
0

⋯
0

0
1

2
Δ
𝑥

0
⋯

−
1

2
Δ
𝑥

0
0

0
⋯

0
−

1

2
Δ
𝑥

0
1

2
Δ
𝑥

⋯
0

0
0

0
⋯

0
0

−
1

2
Δ
𝑥

0
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
1

2
Δ
𝑥

0
0

⋯
0

0
1

2
Δ
𝑥

0
⋯

−
1

2
Δ
𝑥

𝑨
+

𝑟
𝑩

𝑼
,𝟎

2
Δ
𝑥

0
⋯

−
𝑩

𝑼
,𝟎

2
Δ
𝑥

−
1

2
Δ
𝑥

0
1

2
Δ
𝑥

⋯
0

−
𝑩

𝑼
,𝟏

2
Δ
𝑥

𝑨
+

𝑟
𝑩

𝑼
,𝟏

2
Δ
𝑥

⋯
0

0
−

1

2
Δ
𝑥

0
⋯

0
0

−
𝑩

𝑼
,𝟐

2
Δ
𝑥

𝑨
+

𝑟
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

1

2
Δ
𝑥

0
0

⋯
0

𝑩
𝑼

,𝑴
−

𝟏

2
Δ
𝑥

0
0

⋯
𝑨

+
𝑟

−
𝑛
𝜋𝐵

0
0

⋯
0

0
0

0
⋯

0

0
−

𝑛
𝜋𝐵

0
⋯

0
0

0
0

⋯
0

0
0

−
𝑛
𝜋𝐵

⋯
0

0
0

0
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

−
𝑛
𝜋𝐵

0
0

0
⋯

0

0
0

0
⋯

0
0

−
3
𝑬

𝑼
𝑼

,𝟎
′

2
Δ
𝑥

0
⋯

3
𝑬

𝑼
𝑼

,𝟎
′

2
Δ
𝑥

0
0

0
⋯

0
3
𝑬

𝑼
𝑼

,𝟏
′

2
Δ
𝑥

0
−

3
𝑬

𝑼
𝑼

,𝟏
′

2
Δ
𝑥

⋯
0

0
0

0
⋯

0
0

3
𝑬

𝑼
𝑼

,𝟐
′

2
Δ
𝑥

0
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
−

3
𝑬

𝑼
𝑼

,𝑴
−

𝟏
′2
Δ
𝑥

0
0

⋯
0

]                                      
(B.1) 
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[ 𝑪
𝟏
𝟑

𝑪
𝟏
𝟒

𝑪
𝟐
𝟑

𝑪
𝟐
𝟒

𝑪
𝟑
𝟑

𝑪
𝟑
𝟒

𝑪
𝟒
𝟑

𝑪
𝟒
𝟒 ]

=

[                                   
𝑛
𝜋𝐵

0
0

⋯
0

0
−

𝑼
𝟎
,𝟎

2
Δ
𝑥

0
⋯

𝑼
𝟎
,𝟎

2
Δ
𝑥

0
𝑛
𝜋𝐵

0
⋯

0
𝑼

𝟎
,𝟏

2
Δ
𝑥

0
−

𝑼
𝟎
,𝟏

2
Δ
𝑥

⋯
0

0
0

𝑛
𝜋𝐵

⋯
0

0
𝑼

𝟎
,𝟐

2
Δ
𝑥

0
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

𝑛
𝜋𝐵

−
𝑼

𝟎
,𝑴

−
𝟏

2
Δ
𝑥

0
0

⋯
0

0
0

0
⋯

0
𝑟𝑼

𝟎
,𝟎

0
0

⋯
0

0
0

0
⋯

0
0

𝑟𝑼
𝟎
,𝟏

0
⋯

0

0
0

0
⋯

0
0

0
𝑟𝑼

𝟎
,𝟐

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
0

0
0

⋯
𝑟𝑼

𝟎
,𝑴

−
𝟏

𝑨
+

𝑟
𝑩

𝑼
,𝟎

2
Δ
𝑥

0
⋯

−
𝑩

𝑼
,𝟎

2
Δ
𝑥

0
0

0
⋯

0

−
𝑩

𝑼
,𝟏

2
Δ
𝑥

𝑨
+

𝑟
𝑩

𝑼
,𝟏

2
Δ
𝑥

⋯
0

0
0

0
⋯

0

0
−

𝑩
𝑼

,𝟐

2
Δ
𝑥

𝑨
+

𝑟
⋯

0
0

0
0

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

𝑩
𝑼

,𝑴
−

𝟏

2
Δ
𝑥

0
0

⋯
𝑨

+
𝑟

0
0

0
⋯

0

−
𝑛
𝜋𝐵

𝑬
𝑼

𝑼
,𝟎

′
0

0
⋯

0
−

2
𝜆
𝑫

𝑼
𝑼

,𝟎
′

(Δ
𝑥
)
2

−
𝜆
𝑛

2𝜋
2

𝐵
2

𝑫
𝑼

𝑼
,𝟎

′
𝜆
𝑫

𝑼
𝑼

,𝟎
′

(Δ
𝑥
)
2

0
⋯

𝜆
𝑫

𝑼
𝑼

,𝟎
′

(Δ
𝑥
)
2

0
−

𝑛
𝜋𝐵

𝑬
𝑼

𝑼
,𝟏

′
0

⋯
0

𝜆
𝑫

𝑼
𝑼

,𝟏
′

(Δ
𝑥
)
2

−
2
𝜆
𝑫

𝑼
𝑼

,𝟏
′

(Δ
𝑥
)
2

−
𝜆
𝑛

2𝜋
2

𝐵
2

𝑫
𝑼

𝑼
,𝟏

′
𝜆
𝑫

𝑼
𝑼

,𝟏
′

(Δ
𝑥
)
2

⋯
0

0
0

−
𝑛
𝜋𝐵

𝑬
𝑼

𝑼
,𝟐

′
⋯

0
0

𝜆
𝑫

𝑼
𝑼

,𝟐
′

(Δ
𝑥
)
2

−
2
𝜆
𝑫

𝑼
𝑼

,𝟐
′

(Δ
𝑥
)
2

−
𝜆
𝑛

2𝜋
2

𝐵
2

𝑫
𝑼

𝑼
,𝟐

′
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

−
𝑛
𝜋𝐵

𝑬
𝑼

𝑼
,𝑴

−
𝟏

′
𝜆
𝑫

𝑼
𝑼

,𝑴
−

𝟏
′

(Δ
𝑥
)
2

0
0

⋯
−

2
𝜆
𝑫

𝑼
𝑼

,𝑴
−

𝟏
′

(Δ
𝑥
)
2

−
𝜆
𝑛

2𝜋
2

𝐵
2

𝑫
𝑼

𝑼
,𝑴

−
𝟏

′
]                                    

  

(B.2) 
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and the 𝑮 matrix is: 
 

[ 𝟎
𝟎

𝟎
𝟎

𝟎
𝟎

𝟎
𝟎

𝟎
𝟎

𝟎
𝟎

𝟎
𝟎

𝟎
𝑮

𝟒
𝟒 ]

=

[                    0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
𝟎

0
⋯

0
1

0
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

𝟎
⋯

0
0

1
0

⋯
0

0
0

0
⋯

0
0

0
0

⋯
0

0
0

0
⋯

0
0

0
1

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
0

0
0

⋯
0

𝟎
0

0
⋯

0
0

0
0

⋯
1
]                     

(B.3) 

 
For 𝑃 = 2 each term in these matrices becomes a 5-by-5 submatrix. 
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B.2    Expanded matrices for the generalised eigenvalue problem of the NRL model 
The expanded versions of the 𝑪 matrix used in the generalised eigenvalue problem of the NRL model 
(see Chapter 5) is shown below. The 𝑮 matrix for this problem is equal to the one given in Eq.(B.2). For 
𝑃 = 0 the 𝑪 matrix is: 
 

[ 𝑪
𝟏
𝟏

𝑪
𝟏
𝟐

𝑪
𝟐
𝟏

𝑪
𝟐
𝟐

𝑪
𝟑
𝟏

𝑪
𝟑
𝟐

𝑪
𝟒
𝟏

𝑪
𝟒
𝟐 ]

=

[                                     𝑨
+

𝛿
𝜕
𝑩

𝑼
,𝟎

𝜕
𝑥

𝛿
𝑩

𝑼
,𝟎

2
Δ
𝑥

0
⋯

−
𝛿
𝑩

𝑼
,𝟎

2
Δ
𝑥

𝛿
𝜕
𝑩

𝒁
,𝟎

𝜕
𝑥

1
+

𝛿
𝑩

𝒁
,𝟎

2
Δ
𝑥

0
⋯

−
1

+
𝛿
𝑩

𝒁
,𝟎

2
Δ
𝑥

−
𝛿
𝑩

𝑼
,𝟏

2
Δ
𝑥

𝑨
+

𝛿
𝜕
𝑩

𝑼
,𝟏

𝜕
𝑥

𝛿
𝑩

𝑼
,𝟏

2
Δ
𝑥

⋯
0

−
1

+
𝛿
𝑩

𝒁
,𝟏

2
Δ
𝑥

𝛿
𝜕
𝑩

𝒁
,𝟏

𝜕
𝑥

1
+

𝛿
𝑩

𝒁
,𝟏

2
Δ
𝑥

⋯
0

0
−

𝛿
𝑩

𝑼
,𝟐

2
Δ
𝑥

𝑨
+

𝛿
𝜕
𝑩

𝑼
,𝟐

𝜕
𝑥

⋯
0

0
−

1
+

𝛿
𝑩

𝒁
,𝟐

2
Δ
𝑥

𝛿
𝜕
𝑩

𝒁
,𝟐

𝜕
𝑥

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

𝛿
𝑩

𝑼
,𝑴

−
𝟏

2
Δ
𝑥

0
0

⋯
𝑨

+
𝛿

𝜕
𝑩

𝑼
,𝑴

−
𝟏

𝜕
𝑥

1
+

𝛿
𝑩

𝒁
,𝑴

−
𝟏

2
Δ
𝑥

0
0

⋯
𝛿

𝜕
𝑩

𝒁
,𝑴

−
𝟏

𝜕
𝑥

−
𝛿
𝑟𝑩

𝑼
,𝟎

1

2
Δ
𝑥

0
⋯

−
1

2
Δ
𝑥

𝑨
+

𝛿
𝜕
𝑩

𝑼
,𝟎

𝜕
𝑥

+
𝑟

−
𝛿
𝑟𝑩

𝒁
,𝒎

𝛿
𝑩

𝑼
,𝟎

2
Δ
𝑥

0
⋯

−
𝛿
𝑩

𝑼
,𝟎

2
Δ
𝑥

−
1

2
Δ
𝑥

−
𝛿
𝑟𝑩

𝑼
,𝟏

1

2
Δ
𝑥

⋯
0

−
𝛿
𝑩

𝑼
,𝟏

2
Δ
𝑥

𝑨
+

𝛿
𝜕
𝑩

𝑼
,𝟏

𝜕
𝑥

+
𝑟

−
𝛿
𝑟𝑩

𝒁
,𝒎

𝛿
𝑩

𝑼
,𝟏

2
Δ
𝑥

⋯
0

0
−

1

2
Δ
𝑥

−
𝛿
𝑟𝑩

𝑼
,𝟐

⋯
0

0
−

𝛿
𝑩

𝑼
,𝟐

2
Δ
𝑥

𝑨
+

𝛿
𝜕
𝑩

𝑼
,𝟐

𝜕
𝑥

+
𝑟

−
𝛿
𝑟𝑩

𝒁
,𝒎

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

1

2
Δ
𝑥

0
0

⋯
−

𝛿
𝑟𝑩

𝑼
,𝑴

−
𝟏

𝛿
𝑩

𝑼
,𝑴

−
𝟏

2
Δ
𝑥

0
0

⋯
𝑨

+
𝛿

𝜕
𝑩

𝑼
,𝑴

−
𝟏

𝜕
𝑥

+
𝑟

−
𝛿
𝑟𝑩

𝒁
,𝑴

−
𝟏

−
𝑛
𝜋𝐵

0
0

⋯
0

0
0

0
⋯

0

0
−

𝑛
𝜋𝐵

0
⋯

0
0

0
0

⋯
0

0
0

−
𝑛
𝜋𝐵

⋯
0

0
0

0
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

−
𝑛
𝜋𝐵

0
0

0
⋯

0

0
0

0
⋯

0
−

3
𝜕
𝑬

𝑼
𝑼

,𝟎
′

𝜕
𝑥

−
3
𝑬

𝑼
𝑼

,𝟎
′

2
Δ
𝑥

0
⋯

3
𝑬

𝑼
𝑼

,𝟎
′

2
Δ
𝑥

0
0

0
⋯

0
3
𝑬

𝑼
𝑼

,𝟏
′

2
Δ
𝑥

−
3

𝜕
𝑬

𝑼
𝑼

,𝟏
′

𝜕
𝑥

−
3
𝑬

𝑼
𝑼

,𝟏
′

2
Δ
𝑥

⋯
0

0
0

0
⋯

0
0

3
𝑬

𝑼
𝑼

,𝟐
′

2
Δ
𝑥

−
3

𝜕
𝑬

𝑼
𝑼

,𝟐
′

𝜕
𝑥

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
−

3
𝑬

𝑼
𝑼

,𝑴
−

𝟏
′2
Δ
𝑥

0
0

⋯
−

3
𝜕
𝑬

𝑼
𝑼

,𝑴
−

𝟏
′𝜕
𝑥

]                                      

(B.4) 



R. D. White  MSc Thesis 

58 
 

[ 𝑪
𝟏
𝟑

𝑪
𝟏
𝟒

𝑪
𝟐
𝟑

𝑪
𝟐
𝟒

𝑪
𝟑
𝟑

𝑪
𝟑
𝟒

𝑪
𝟒
𝟑

𝑪
𝟒
𝟒 ]

=

[                                    𝑛
𝜋
(1

+
𝛿
𝑩

𝒁
,𝟎 )

𝐵
0

0
⋯

0
−

𝜕
𝑼

𝟎
,𝟎

𝜕
𝑥

−
𝑼

𝟎
,𝟎

2
Δ
𝑥

0
⋯

𝑼
𝟎
,𝟎

2
Δ
𝑥

0
𝑛
𝜋
(1

+
𝛿
𝑩

𝒁
,𝟏 )

𝐵
0

⋯
0

𝑼
𝟎
,𝟏

2
Δ
𝑥

−
𝜕
𝑼

𝟎
,𝟏

𝜕
𝑥

−
𝑼

𝟎
,𝟏

2
Δ
𝑥

⋯
0

0
0

𝑛
𝜋
(1

+
𝛿
𝑩

𝒁
,𝟐 )

𝐵
⋯

0
0

𝑼
𝟎
,𝟐

2
Δ
𝑥

−
𝜕
𝑼

𝟎
,𝟐

𝜕
𝑥

⋯
0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

𝑛
𝜋
(1

+
𝛿
𝑩

𝒁
,𝑴

−
𝟏 )

𝐵
−

𝑼
𝟎
,𝑴

−
𝟏

2
Δ
𝑥

0
0

⋯
−

𝜕
𝑼

𝟎
,𝑴

−
𝟏

𝜕
𝑥

0
0

0
⋯

0
𝑟 (𝑼

𝟎
,𝟎

−
2
𝛿
𝑫

𝒁
𝑼

,𝟎 )
0

0
⋯

0

0
0

0
⋯

0
0

𝑟 (𝑼
𝟎
,𝟏

−
2
𝛿
𝑫

𝒁
𝑼

,𝟏 )
0

⋯
0

0
0

0
⋯

0
0

0
𝑟 (𝑼

𝟎
,𝟐

−
2
𝛿
𝑫

𝒁
𝑼

,𝟐 )
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

0
0

0
0

⋯
𝑟 (𝑼

𝟎
,𝑴

−
𝟏
−

2
𝛿
𝑫

𝒁
𝑼

,𝑴
−

𝟏 )

𝑨
+

𝑟
−

𝛿
𝑟𝑩

𝒁
,𝟎

𝛿
𝑩

𝑼
,𝟎

2
Δ
𝑥

0
⋯

−
𝛿
𝑩

𝑼
,𝟎

2
Δ
𝑥

0
0

0
⋯

0

−
𝛿
𝑩

𝑼
,𝟏

2
Δ
𝑥

𝑨
+

𝑟
−

𝛿
𝑟𝑩

𝒁
,𝟏

𝛿
𝑩

𝑼
,𝟏

2
Δ
𝑥

⋯
0

0
0

0
⋯

0

0
−

𝛿
𝑩

𝑼
,𝟐

2
Δ
𝑥

𝑨
+

𝑟
−

𝛿
𝑟𝑩

𝒁
,𝟐

⋯
0

0
0

0
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

𝛿
𝑩

𝑼
,𝑴

−
𝟏

2
Δ
𝑥

0
0

⋯
𝑨

+
𝑟

−
𝛿
𝑟𝑩

𝒁
,𝑴

−
𝟏

0
0

0
⋯

0

−
𝑛
𝜋𝐵

𝑬
𝑼

𝑼
,𝟎

′
0

0
⋯

0
−

2
𝜆
𝑫

𝑼
𝑼

,𝟎
′

(Δ
𝑥
)
2

−
𝜆
𝑛

2𝜋
2

𝐵
2

𝑫
𝑼

𝑼
,𝟎

′
𝜆
𝑫

𝑼
𝑼

,𝟎
′

(Δ
𝑥
)
2

+
𝜆

2
Δ
𝑥

𝜕
𝑫

𝑼
𝑼

,𝟎
′

𝜕
𝑥

0
⋯

𝜆
𝑫

𝑼
𝑼

,𝟎
′

(Δ
𝑥
)
2

−
𝜆

2
Δ
𝑥

𝜕
𝑫

𝑼
𝑼

,𝟎
′

𝜕
𝑥

0
−

𝑛
𝜋𝐵

𝑬
𝑼

𝑼
,𝟏

′
0

⋯
0

𝜆
𝑫

𝑼
𝑼

,𝟏
′

(Δ
𝑥
)
2

−
𝜆

2
Δ
𝑥

𝜕
𝑫

𝑼
𝑼

,𝟏
′

𝜕
𝑥

−
2
𝜆
𝑫

𝑼
𝑼

,𝟏
′

(Δ
𝑥
)
2

−
𝜆
𝑛

2𝜋
2

𝐵
2

𝑫
𝑼

𝑼
,𝟏

′
𝜆
𝑫

𝑼
𝑼

,𝟏
′

(Δ
𝑥
)
2

+
𝜆

2
Δ
𝑥

𝜕
𝑫

𝑼
𝑼

,𝟏
′

𝜕
𝑥

⋯
0

0
0

−
𝑛
𝜋𝐵

𝑬
𝑼

𝑼
,𝟐

′
⋯

0
0

𝜆
𝑫

𝑼
𝑼

,𝟐
′

(Δ
𝑥
)
2

−
𝜆

2
Δ
𝑥

𝜕
𝑫

𝑼
𝑼

,𝟐
′

𝜕
𝑥

−
2
𝜆
𝑫

𝑼
𝑼

,𝟐
′

(Δ
𝑥
)
2

−
𝜆
𝑛

2𝜋
2

𝐵
2

𝑫
𝑼

𝑼
,𝟐

′
⋯

0

⋮
⋮

⋮
⋱

⋮
⋮

⋮
⋮

⋱
⋮

0
0

0
⋯

−
𝑛
𝜋𝐵

𝑬
𝑼

𝑼
,𝑴

−
𝟏

′
𝜆
𝑫

𝑼
𝑼

,𝑴
−

𝟏
′

(Δ
𝑥
)
2

+
𝜆

2
Δ
𝑥

𝜕
𝑫

𝑼
𝑼

,𝑴
−

𝟏
′𝜕
𝑥

0
0

⋯
−

2
𝜆
𝑫

𝑼
𝑼

,𝑴
−

𝟏
′

(Δ
𝑥
)
2

−
𝜆
𝑛

2𝜋
2

𝐵
2

𝑫
𝑼

𝑼
,𝑴

−
𝟏

′
]                                     

(B.5) 

 

For 𝑃 = 2 each term in this matrix becomes a 5-by-5 submatrix.  
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Appendix C: Vectors and matrices 
The vectors and matrices (for 𝑃 = 2) used in this report are shown below. The vectors for the non-
zero system variables in the basic and perturbed state are: 
 

𝒁𝟎 =

[
 
 
 
 
 
𝑍0,−2

𝑍0,−1

𝑍0,0

𝑍0,1

𝑍0,2 ]
 
 
 
 
 

, 𝑼𝟎 =

[
 
 
 
 
 
𝑈0,−2

𝑈0,−1

𝑈0,0

𝑈0,1

𝑈0,2 ]
 
 
 
 
 

, 𝒁𝟏 =

[
 
 
 
 
 
𝑍1,−2

𝑍1,−1

𝑍1,0

𝑍1,1

𝑍1,2 ]
 
 
 
 
 

, 𝑼𝟏 =

[
 
 
 
 
 
𝑈1,−2

𝑈1,−1

𝑈1,0

𝑈1,1

𝑈1,2 ]
 
 
 
 
 

, 𝑽𝟏 =

[
 
 
 
 
 
𝑉1,−2

𝑉1,−1

𝑉1,0

𝑉1,1

𝑉1,2 ]
 
 
 
 
 

. (C.1) 

 
𝑨 is a diagonal matrix filled with 𝑖𝑝-terms that correspond to the time derivative: 
 

𝑨 =

[
 
 
 
 
−2𝑖 0 0 0 0
0 −𝑖 0 0 0
0 0 0 0 0
0 0 0 𝑖 0
0 0 0 0 2𝑖]

 
 
 
 

. (C.2) 

 
𝑩𝒁 and 𝑩𝑼 are convolution matrices that correspond to the advection terms in the momentum 

equations (e.g., 𝑢0
𝜕𝑢1

𝜕𝑥
): 

 

𝑩𝒁 =

[
 
 
 
 
 
𝑍0,0 𝑍0,−1 𝑍0,−2 0 0

𝑍0,1 𝑍0,0 𝑍0,−1 𝑍0,−2 0

𝑍0,2 𝑍0,1 𝑍0,0 𝑍0,−1 𝑍0,−2

0 𝑍0,2 𝑍0,1 𝑍0,0 𝑍0,−1

0 0 𝑍0,2 𝑍0,1 𝑍0,0 ]
 
 
 
 
 

,   𝑩𝑼 =

[
 
 
 
 
 
𝑈0,0 𝑈0,−1 𝑈0,−2 0 0

𝑈0,1 𝑈0,0 𝑈0,−1 𝑈0,−2 0

𝑈0,2 𝑈0,1 𝑈0,0 𝑈0,−1 𝑈0,−2

0 𝑈0,2 𝑈0,1 𝑈0,0 𝑈0,−1

0 0 𝑈0,2 𝑈0,1 𝑈0,0 ]
 
 
 
 
 

. (C.3) 

 
𝑩𝒁

′  and 𝑩𝑼
′  are the vectors on the centre row of the 𝑩𝒁 and 𝑩𝑼 convolution matrices: 

  

𝑩𝒁
′ = [𝑍0,2 𝑍0,1 𝑍0,0 𝑍0,−1 𝑍0,−2], 𝑩𝑼

′ = [𝑈0,2 𝑈0,1 𝑈0,0 𝑈0,−1 𝑈0,−2]. (C.4) 
 
𝑫𝒁𝑼 and 𝑫𝑼𝑼 are the vectors that result from multiplying the 𝑩𝑼 convolution matrix with the 𝒁𝟎 and 
𝑼𝟎 vectors, respectively: 
 

𝑫𝒁𝑼 = 𝑩𝒁𝑼𝟎 =

[
 
 
 
 
 
𝑍0,0 𝑍0,−1 𝑍0,−2 0 0

𝑍0,1 𝑍0,0 𝑍0,−1 𝑍0,−2 0

𝑍0,2 𝑍0,1 𝑍0,0 𝑍0,−1 𝑍0,−2

0 𝑍0,2 𝑍0,1 𝑍0,0 𝑍0,−1

0 0 𝑍0,2 𝑍0,1 𝑍0,0 ]
 
 
 
 
 

∙

[
 
 
 
 
 
𝑈0,−2

𝑈0,−1

𝑈0,0

𝑈0,1

𝑈0,2 ]
 
 
 
 
 

=

[
 
 
 
 
 
𝐷𝑍𝑈,−2

𝐷𝑍𝑈,−1

𝐷𝑍𝑈,0

𝐷𝑍𝑈,1

𝐷𝑍𝑈,2 ]
 
 
 
 
 

, 

𝑫𝑼𝑼 = 𝑩𝑼𝑼𝟎 =

[
 
 
 
 
 
𝑈0,0 𝑈0,−1 𝑈0,−2 0 0

𝑈0,1 𝑈0,0 𝑈0,−1 𝑈0,−2 0

𝑈0,2 𝑈0,1 𝑈0,0 𝑈0,−1 𝑈0,−2

0 𝑈0,2 𝑈0,1 𝑈0,0 𝑈0,−1

0 0 𝑈0,2 𝑈0,1 𝑈0,0 ]
 
 
 
 
 

∙

[
 
 
 
 
 
𝑈0,−2

𝑈0,−1

𝑈0,0

𝑈0,1

𝑈0,2 ]
 
 
 
 
 

=

[
 
 
 
 
 
𝐷𝑈𝑈,−2

𝐷𝑈𝑈,−1

𝐷𝑈𝑈,0

𝐷𝑈𝑈,1

𝐷𝑈𝑈,2 ]
 
 
 
 
 

. 

(C.5) 
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𝑫𝑼𝑼
′  is the scaler that results from multiplying the 𝑩𝑼

′  vector with the 𝑼𝟎 vector: 
 

𝑫𝑼𝑼
′ = 𝑩𝑼

′ 𝑼𝟎 = [𝑈0,2 𝑈0,1 𝑈0,0 𝑈0,−1 𝑈0,−2] ∙

[
 
 
 
 
 
𝑈0,−2

𝑈0,−1

𝑈0,0

𝑈0,1

𝑈0,2 ]
 
 
 
 
 

= 𝐷𝑈𝑈,0. (C.6) 

 
𝑬𝑼𝑼 is the convolution matrix that corresponds to the quadratic terms in the bed evolution equation 

(e.g., 𝑢0
2𝑢1): 

 

𝑬𝑼𝑼 =

[
 
 
 
 
 
𝐷𝑈𝑈,0 𝐷𝑈𝑈,−1 𝐷𝑈𝑈,−2 0 0

𝐷𝑈𝑈,1 𝐷𝑈𝑈,0 𝐷𝑈𝑈,−1 𝐷𝑈𝑈,−2 0

𝐷𝑈𝑈,2 𝐷𝑈𝑈,1 𝐷𝑈𝑈,0 𝐷𝑈𝑈,−1 𝐷𝑈𝑈,−2

0 𝐷𝑈𝑈,2 𝐷𝑈𝑈,1 𝐷𝑈𝑈,0 𝐷𝑈𝑈,−1

0 0 𝐷𝑈𝑈,2 𝐷𝑈𝑈,1 𝐷𝑈𝑈,0 ]
 
 
 
 
 

. (C.7) 

 
𝑬𝑼𝑼

′  is the vector on the centre row of the 𝑬𝑼𝑼 convolution matrix: 
 

𝑬𝑼𝑼
′ = [𝐷𝑈,2 𝐷𝑈,1 𝐷𝑈,0 𝐷𝑈,−1 𝐷𝑈,−2]. (C.8) 

  



R. D. White  MSc Thesis 

61 
 

Appendix D: Method to construct growth curves for multichromatic bedforms 
A detailed description of the method developed and used in this study to construct growth curves for 
multichromatic bedforms is given below. A generalised eigenvalue problem is defined as part of the 
numerical solution procedure (see Subsection 4.3.2). The eigenvalues and eigenvectors that follow 
from this problem are used to determine the structures and characteristics of the bedforms. Finally, 
note that the number of bedforms that follow from the generalised eigenvalue problem is equal to the 
total number of points used in the discretisation (𝑀). For example, 𝑀 = 801 results in 801 individual 
bedforms each with their own structure and growth rate. 
 
Figure 18a shows a single multichromatic bedform structure. A discrete Fourier transform (with a fast 
Fourier transform algorithm) is used to decompose this bedform into its monochromatic sinusoidal 
components. This results in the Discrete Fourier Transform (DFT) spectrum shown in Figure 18b. The 
DFT spectrum shows a (arbitrary) magnitude as a function of the wavenumbers. The magnitude 
(ranging from 0 to 1) represents the amount that a sinusoidal component (with a single wavenumber) 
is present in the multichromatic bedform structure. The most dominant component that is present in 
a particular structure has a magnitude of 1. Based on the DFT spectrum, the growth rate for a 
multichromatic bedform structure is assigned to the three most dominant components that are 
present in that structure. The growth rate for the bedform structure in Figure 18 is thus assigned to 
the sinusoidal components with wavenumbers of approximately 𝑘𝑚

∗ = 0.30, 0.34 and 0.38 km−1 (see 
 in Figure 18b). 
  
The abovementioned procedure is repeated for all multichromatic bedform structures. After this is 
done, each sinusoidal component (with a corresponding wavenumber) is characterised by zero, one or 
multiple growth rates that were assigned when repeating the abovementioned procedure. Next, an 
upper (and lower) limit is determined by plotting lines through the highest (and lowest) growth rate 
that is assigned to each wavenumber. The growth area is defined as the area between these limits 
(e.g., see shaded areas in Figure 14). Finally, the growth curve is constructed using the upper limit of 
the growth area (see dashed lines in Figure 14). 
 

 
Figure 18: (a) Along-channel bedform structure of the pFGM for a cross-channel mode of 𝑛 = 0; and (b) the 
corresponding Discrete Fourier Transform (DFT) spectra of the pFGM. The bedform structure is shown for the NRL 
model (Figure 3) applied to the reduced friction case in the Western Scheldt (Table 1).  denotes the 
wavenumbers (𝑘𝑚

∗  in 𝑘𝑚−1) of the three monochromatic sinusoidal components that are most strongly present 
in the corresponding multichromatic bedform structure. 
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Appendix E: NRL model with non-periodic boundary conditions 
The solutions to the perturbed state for the NRL model with different sets of non-periodic boundary 
conditions are shown below. Because of the non-periodic boundary conditions, the central difference 
scheme (i.e., Eq.(57)) cannot be used at both ends of the model domain (i.e., at 𝑥 = 0 and 475 km). 
Therefore, a forward difference scheme (at 𝑚 = 0) and a backward difference scheme (at 𝑚 = 𝑀 −
1) are used to approximate the first order and second order derivatives in the along-channel direction: 
 

𝜕𝜙

𝜕𝑥
|
𝑥𝑚

≈
𝜙𝑚+1 − 𝜙𝑚

Δ𝑥
,

𝑑2𝜙

𝑑𝑥2
|
𝑥𝑚

≈
𝜙𝑚+2 − 2𝜙𝑚+1 + 𝜙𝑚

(Δ𝑥)2
,      for 𝑚 = 0,          (D.1) 

and: 
𝜕𝜙

𝜕𝑥
|
𝑥𝑚

≈
𝜙𝑚 − 𝜙𝑚−1

Δ𝑥
,

𝑑2𝜙

𝑑𝑥2
|
𝑥𝑚

≈
𝜙𝑚 − 2𝜙𝑚−1 + 𝜙𝑚−2

(Δ𝑥)2
,      for 𝑚 = 𝑀 − 1, (D.2) 

 
respectively. The solutions to the perturbed state are given for three sets of non-periodic boundary 
conditions (see Table 4): Unspecified; Neumann; and Neumann and Dirichlet. The unspecified set is 
based on the model equations used throughout the whole model domain (i.e., Eq.(A.25) to Eq.(A.28)). 
However, the forward and backward difference schemes are used to discretise these model equations 
at the boundaries of the domain. As a result, the boundaries are non-periodic without imposing a 
specific boundary condition. The other two sets do specifically impose boundary conditions at the ends 
of the model domain.  
 

Table 4: Sets of non-periodic boundary conditions and the corresponding figures in which the solutions to the 
perturbed state are shown. 

Set Name Boundary conditions 
Solution to the 
perturbed state 

1 Unspecified1 - 
Figure 19, 
Figure 22 

2 Neumann 
𝜕𝜁1
𝜕𝑥

= 0,
𝜕𝑢1

𝜕𝑥
= 0,

𝜕𝑣1

𝜕𝑥
= 0,

𝜕ℎ1

𝜕𝑥
= 0 

Figure 20, 
Figure 23 

3 
Neumann and 

Dirichlet 
𝜕𝜁1
𝜕𝑥

= 0,
𝜕𝑢1

𝜕𝑥
= 0,

𝜕𝑣1

𝜕𝑥
= 0, ℎ1 = 0 

Figure 21, 
Figure 24 

1The unspecified boundary conditions are determined by applying the forward and backward difference 
schemes to the model equations given in Eq.(A.25) to Eq.(A.28). 

 
Figure 19 to Figure 21 contain the growth curves (and areas) showing the growth rate (𝜔𝑚

∗ ) as a 
function of the morphological wavenumber (𝑘𝑚

∗ ) for different cross-channel modes (𝑛). The growth 
curves (and areas) are shown for the reduced friction case in the Western Scheldt (see Table 1). The 
three figures correspond to the NRL model with different sets of non-periodic boundary conditions in 
Table 4. The solid lines and dashed lines (with shaded areas) represent the growth curves for the (semi-
analytical) RL model and the growth curves (with growth areas) for the (numerical) NRL model with 
non-periodic boundary conditions, respectively.  and  denote the FGM for the RL and NRL model, 
respectively. Moreover,  denotes the partial fastest growing mode (pFGM) for each cross-channel 
mode. Recall that the pFGMs are the FGM for each individual cross-channel mode. 
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Moreover, Figure 22 to Figure 24 contain the along-channel bedform structures of the pFGMs for the 
three lowest cross-channel modes (i.e., 𝑛 = 0 to 2). The bedforms are shown for the reduced friction 
case in the Western Scheldt (see Table 1). The three figures correspond to the NRL model with different 
sets of non-periodic boundary conditions in Table 4. These figures also show the corresponding 
Discrete Fourier Transform (DFT) spectra of the pFGMs. 
 

 
Figure 19: Growth curves (and areas) showing the growth rate (𝜔𝑚

∗  in 𝑦𝑟−1) as a function of the morphological 
wavenumber (𝑘𝑚

∗  in 𝑘𝑚−1) for different cross-channel modes (𝑛). The growth curves (and areas) are shown for 
the reduced friction case in the Western Scheldt (Table 1). The solid lines and dashed lines (with shaded areas) 
represent the growth curves for the (semi-analytical) RL model and the growth curves (with growth areas for the 
(numerical) NRL model with unspecified boundary conditions (Table 4), respectively. ,  and  denote the pFGM 
for each cross-channel mode, the FGM for the RL model and the FGM for the NRL model, respectively. 

 

 
Figure 20: Growth curves (and areas) showing the growth rate (𝜔𝑚

∗  in 𝑦𝑟−1) as a function of the morphological 
wavenumber (𝑘𝑚

∗  in 𝑘𝑚−1) for different cross-channel modes (𝑛). The growth curves (and areas) are shown for 
the reduced friction case in the Western Scheldt (Table 1). The solid lines and dashed lines (with shaded areas) 
represent the growth curves for the (semi-analytical) RL model and the growth curves (with growth areas for the 
(numerical) NRL model with Neumann boundary conditions (Table 4), respectively. ,  and  denote the pFGM 
for each cross-channel mode, the FGM for the RL model and the FGM for the NRL model, respectively. 
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Figure 21: Growth curves (and areas) showing the growth rate (𝜔𝑚

∗  in 𝑦𝑟−1) as a function of the morphological 
wavenumber (𝑘𝑚

∗  in 𝑘𝑚−1) for different cross-channel modes (𝑛). The growth curves (and areas) are shown for 
the reduced friction case in the Western Scheldt (Table 1). The solid lines and dashed lines (with shaded areas) 
represent the growth curves for the (semi-analytical) RL model and the growth curves (with growth areas for the 
(numerical) NRL model with Neumann and Dirichlet boundary conditions (Table 4), respectively. ,  and  
denote the pFGM for each cross-channel mode, the FGM for the RL model and the FGM for the NRL model, 
respectively. 

 

 
Figure 22: (a) Along-channel bedform structures of the pFGMs for the three lowest cross-channel modes (𝑛); and 
(b) the corresponding Discrete Fourier Transform (DFT) spectra of the pFGMs. The bedform structures are shown 
for the NRL model with unspecified boundary conditions (Table 4) applied to the reduced friction case in the 
Western Scheldt (Table 1).  denotes the wavenumbers (𝑘𝑚

∗  in 𝑘𝑚−1) of the three monochromatic sinusoidal 
components that are most strongly present in the corresponding multichromatic bedform structure. 
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Figure 23: (a) Along-channel bedform structures of the pFGMs for the three lowest cross-channel modes (𝑛); and 
(b) the corresponding Discrete Fourier Transform (DFT) spectra of the pFGMs. The bedform structures are shown 
for the NRL model with Neumann boundary conditions (Table 4) applied to the reduced friction case in the 
Western Scheldt (Table 1).  denotes the wavenumbers (𝑘𝑚

∗  in 𝑘𝑚−1) of the three monochromatic sinusoidal 
components that are most strongly present in the corresponding multichromatic bedform structure. 

 

 
Figure 24: (a) Along-channel bedform structures of the pFGMs for the three lowest cross-channel modes (𝑛); and 
(b) the corresponding Discrete Fourier Transform (DFT) spectra of the pFGMs. The bedform structures are shown 
for the NRL model with Neumann and Dirichlet boundary conditions (Table 4) applied to the reduced friction case 
in the Western Scheldt (Table 1).  denotes the wavenumbers (𝑘𝑚

∗  in 𝑘𝑚−1) of the three monochromatic 
sinusoidal components that are most strongly present in the corresponding multichromatic bedform structure. 

 


