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exchanges across the Tibetan 
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for management of the Asian water 
towers that originate from the 
Tibetan Plateau and projection of 
water and energy dynamics within 
various climate scenarios. The study 
presented in this book contributes to 
a better quantification of the water 
and heat exchanges at the land-
atmosphere interface for a Tibetan 
alpine meadow ecosystem.

The source region of the Yellow River 
(SRYR) in the northeastern part of 
the Tibetan Plateau is selected 
as the case study due to its great 
importance to the Yellow River’s 
water resources. A comprehensive 
observational dataset including 
in-situ micro-meteorological and 
profile soil moisture/temperature 
measurements, laboratory soil 
property measurements of 

samples, as well as discharge 
measurements is developed. The 
Noah land surface model is utilized to 
understand the processes governing 
the water and heat exchanges and 
predict the measurements.

This book is structured across 
four research topics to arrive at a 
reliable prediction of the measured 
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and runoff at catchment scale via 
enhancing Noah’s model physics in 
representing i) thermal roughness 
length and turbulent heat transfer, 
ii) soil heat transport, iii) soil 
water flow and iv) frozen ground 
processes. This study highlights 
the need for a complete description 
of the predominantly vertical water 
and heat exchange processes to 
correctly simulate the water and 
heat fluxes in the seasonally frozen 
and high altitude SRYR on the 
Tibetan Plateau.
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Summary 
 

Climate change is projected to reduce fresh water resources significantly, 

and this is also the case for Asian water towers that originate from the Tibetan 

Plateau. At the same time, the Tibetan ecosystem is subject to striking warming 

and moistening accompanied with permafrost degradation and glacier retreat, 

exerting further profound impacts on the regional hydrologic cycle and 

freshwater supply. Understanding the water and heat exchanges across the 

Tibetan ecosystem is, therefore, of great importance to account for various 

feedbacks on the regional water cycle within various climate scenarios. 

This thesis contributes to a better quantification of the water and heat 

exchanges at the land-atmosphere interface for a Tibetan alpine meadow 

ecosystem. The source region of the Yellow River (SRYR) in the northeastern 

part of the Tibetan Plateau is selected as the case study, because of its great 

importance to the Yellow River‘s water resources that supports about 14.9 % of 

China‘s population and 17 % of its agricultural area. A comprehensive dataset 

that includes in-situ micro-meteorological and profile soil moisture/temperature 

measurements, laboratory soil property measurements of samples, as well as 

discharge measurements is developed for the selected study domain (see 

Chapter 2). To understand the processes governing the water and heat 

exchanges of the alpine meadow ecosystem and predict the measurements, the 

Noah land surface model (LSM) is utilized as the baseline model (see Chapter 

3), because it is widely used by the climate and land surface modeling 

communities to quantify the exchange of water and heat at the land-atmosphere 

interface. The main research objective is achieved as presented in four research 

chapters. 

Firstly, Chapter 4 focuses on the assessment of various roughness length 

schemes recently developed for the Noah LSM on their applicability for the 

Tibetan circumstances. Monthly variations of momentum roughness length (z0m) 

and diurnal variations of thermal roughness length (z0h) are derived through 

application of the Monin-Obukhov similarity theory based on in-situ turbulent 

heat fluxes and profile measurements of wind and air temperature. These 

derived z0m and z0h values together with the measured heat fluxes are utilized to 

assess the performance of various z0m and z0h schemes for three selected periods: 

a winter (15 December 2009 to 15 January 2010), a spring (8 April to 7 May 

2010) and a monsoon period (1 to 30 September 2009). Current z0m schemes can 

satisfactorily reproduce the observed z0m dynamics that are related to vegetation 
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dynamics and soil water freeze-thaw state. The heat flux simulations are found 

to be very sensitive to the diurnal variations of z0h, and all the newly developed 

z0h schemes capture the observed diurnal variability much better than the 

original one over the sparsely vegetated surfaces during the winter (frozen) 

period. It is, however, noted that not all newly developed schemes perform 

consistently better than the original one over the densely vegetated surfaces 

during the spring (thawed) and monsoon periods. The z0h scheme defining 

Zilitinkevich‘s empirical coefficient (Czil) as function of canopy height via z0m is 

finally recommended for global application due to its suitability for a wide 

range of land cover and climate regimes. 

Secondly (Chapter 5), the Noah model physics associated with the 

description of turbulent heat fluxes and heat transport through the soil column is 

investigated through comparisons against turbulent heat fluxes and soil 

temperature profile measurements taken during the monsoon season (8 June to 

30 September 2010). Noah with its default model physics constrained by soil 

moisture profile measurements significantly overestimates the daytime turbulent 

heat fluxes, underestimates the surface temperature, and systematically 

underestimates the soil temperature profiles. Four augmentations are studied for 

mitigating above deficiencies via i) the removal of the vegetation muting on the 

heat conductivity (κh) for soil heat transport from the first layer towards the 

second layer, ii) the calculation of the exponential decay factor (βveg) imposed 

on κh using the ratio of the leaf area index (LAI) over the green vegetation 

fraction (GVF), iii) the computation of the Zilitinkevich‘s empirical coefficient 

(Czil) for the turbulent heat transport as function of the momentum roughness 

length (z0m) as recommended in Chapter 4, and iv) the consideration of the 

impact of organic matter in the parameterization of the thermal heat properties. 

The removal of the muting effect of vegetation on κh and the parameterization 

of βveg greatly enhance the soil temperature profile simulations, whereas 

turbulent heat flux and surface temperature computations mostly benefit from 

the modified Czil formulation. Although usage of organic matter for calculating 

κh improves the correspondence between the estimates and laboratory 

measurements of heat conductivities, it is shown to have a relatively small 

impact on the Noah LSM performance even for large organic matter contents. 

Further, the nighttime surface temperature overestimation is resolved from a 

coupled land-atmosphere perspective. 

The third research chapter (Chapter 6) deals with Noah model physics 

associated with the description of soil water flow through comparison with 

laboratory measurements of the soil water retention curve and in-situ saturated 
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hydraulic conductivity (Ks) and soil moisture profile measurements during the 

monsoon season. The default Noah LSM underestimates the soil moisture 

content of the top layer under wet conditions and overestimates it during dry-

down episodes, whereas the moisture contents in the deeper soil layers are 

systematically underestimated. Four augmentations are investigated to 

remediate above deficiencies by i) including the effect of organic matter on soil 

hydraulic parameterization via the additivity hypothesis, ii) implementing the Ks 

as an exponentially decaying function with soil depth, iii) modifying the vertical 

root distribution to represent the Tibetan alpine grassland conditions 

characterized by an abundance of roots in the topsoil and iv) modifying the 

diffusivity form of Richards‘ equation to allow for the simulation of soil water 

flow across soil layers with different hydraulic properties. Usage of organic 

matter for calculating the porosity and soil suction improves the agreement 

between the estimates and laboratory measurements, and the exponential 

function together with the Kozeny-Carman equation best describes the in situ Ks. 

Through implementation of the modified hydraulic parameterization alone, the 

soil moisture underestimation in the upper soil layer under wet conditions is 

resolved, while the soil moisture profile dynamics are better captured when also 

the modified root water uptake function (i.e., asymptotic vertical root 

distribution) is included. 

Noah model physics‘ options evaluated in Chapters 4, 5 and 6 are 

implemented in Chapter 7 to further investigate their ability in reproducing 

runoff at catchment scale, i.e., the SRYR for the period of 2001-2010. Three 

sets of augmentations are implemented affecting the model physics associated 

with the i) turbulent and soil heat transport (Noah-H), ii) soil water flow (Noah-

W) and iii) frozen ground processes (Noah-F). Five numerical experiments are 

designed with the three augmented versions, a control run with default model 

physics and a run with all augmentations (Noah-A). Each experiment adopts 

vegetation and soil parameters from the Weather Research and Forecasting 

dataset, is driven by 0.1
o
 atmospheric forcing data from ITPCAS (Institute of 

Tibetan Plateau Research, Chinese Academy of Sciences) and is initialized 

using a single-year recurrent spin-up to achieve the equilibrium model states. In 

addition, soil organic matter content from the China Soil Database is utilized for 

the updated soil thermal and hydraulic schemes. In-situ heat flux, soil 

temperature (Ts) and moisture (θ) profile measurements are available for point-

scale assessment, whereas monthly streamflow is utilized for the catchment-

scale evaluation. The augmentations invoked with Noah-H resolve issues with 

the heat flux and Ts simulation (as presented in Chapter 5) and Noah-W 
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mitigates deficiencies in the θ simulation (as presented in Chapter 6), while 

Noah-A yields improvements for both simulated surface energy and water 

budgets. Also at the catchment scale the best model performance is found for 

Noah-A with the combination of the augmentations leading to a baseflow 

dominated runoff regime, whereby the surface runoff contribution remains 

significant. 

The research presented in this thesis highlights the need for a complete 

description of the predominantly vertical water and heat exchange processes to 

correctly simulate the water and heat fluxes in the seasonally frozen and high 

altitude SRYR on the Tibetan Plateau. Additional research is still needed to 

address other processes such as freeze-thaw transitions, groundwater dynamics 

and river routing. Improved simulation of water and heat fluxes is of paramount 

importance to project the impact of climate variability on the regional water 

cycle and to support management of the water resources in the Asian water 

towers. 

 

 

 



7 

Samenvatting 
 

Het is de verwachting dat als gevolg van klimaatverandering de 

zoetwatervoorraden wereldwijd drastisch zullenverminderen en dit geldt ook 

voor het Tibetaans Plateau dat bekend staat als de Aziatische Watertorens. 

Recent onderzoek heeft namelijk aangetoond dat het Tibetaanse ecosysteem 

blootgesteld staat aan een opvallend sterke opwarming die gepaard gaat met een 

vernatting van het landoppervlak, permafrostdegradatie en het krimpen van 

gletsjers. Deze veranderingen in de regionale hydrologie hebben ingrijpende 

gevolgen voorde zoetwatervoorzieningin de stroomgebieden van de grote 

Aziatische rivieren, zoals de Gele Rivier, Jangtse, Mekong, Ganges, 

Brahmapoetra en Indus. Het verkrijgen van een beter inzicht in de uitwisseling 

van water en warmte aan het landoppervlak van het Tibetaanse Plateauis 

daarom van groot belang om betrouwbare voorspellingen te kunnen maken over 

degevolgen van de opwarming van de aarde voor de Aziatische Watertorens. 

Dit proefschrift draagt bij aan een verbeterd begrip van de processen die ten 

grondslag liggen aan dewater- en warmte-uitwisseling tussen het landoppervlak 

en de atmosfeer over de Tibetaanse alpenweiden. Voor dit onderzoek is het 

Brongebied van de Gele Rivier (BGR) in het noordoostelijke deel van het 

Tibetaans Plateau geselecteerd, omdat 35 % van de afvoer van de Gele Rivier in 

dit gebied gegenereerd wordt. Er is een uitgebreide dataset voor het gekozen 

studiegebied verzameld, bestaande uit afvoermetingen van de Gele Rivier, in 

situ micro-meteorologische en bodemvocht- en temperatuurprofielmetingen en 

metingen van bodemeigenschappen verricht in het laboratorium (zie hoofdstuk 

2). Omdegemeten water- en warmteuitwisselingsprocessen in hetalpenweide 

ecosysteem beter te begrijpen is het Noah Land Oppervlakte model (LOM) 

gebruikt (zie hoofdstuk 3). Het Noah LOM wordt in de Verenigde Staten 

gebruikt door het NCEP (National Centers for Environmental Prediction) als 

delandcomponent van klimaat- en weersvoorspelmodellen. De doelstelling 

wordt bereikt zoals gepresenteerd in vier hoofdstukken. 

Hoofdstuk 4 richt zich op het testen van diverse recent ontwikkelde 

methoden voor het bepalen van de ruwheidslengtenvoor momentum- en warmte 

transport op hun toepasbaarheid voor de Tibetaanse omstandigheden. 

Maandelijkse variaties van momentum ruwheidslengte (z0m) en de dagelijkse 

variaties van thermische ruwheidslengte (z0h) zijnafgeleid door toepassing van 

de Monin-Obukhov similarity theory op basis van in situ turbulente 

warmtefluxen en wind- en luchttemperatuurprofiel metingen. Zowel de z0m en 
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z0h waarden bepaald op basis van metingen als de gemeten warmtefluxen 

zijngebruikt om de geschiktheid van de ruwheidslengte methoden voor de 

Tibetaanse omstandigheden te evalueren voordrie geselecteerde periodes: een 

winter- (15 december 2009 tot 15 januari 2010), een lente- (8 april tot 7 mei 

2010) en een moessonperiode (1 tot 30 september 2009). De huidige z0m' 

waarden reproduceren de waargenomen dynamiek gerelateerd aan 

vegetatiegroeien bevriezen/dooien van bodemwater naar tevredenheid. De 

warmteflux simulaties blijken echter zeer gevoelig voor de dagelijkse z0h 

variaties te zijn, en alle nieuw ontwikkelde z0h methoden reproduceren de 

waargenomen dagelijkse variabiliteit veel beter dan deoriginele methode. Er 

dient echter opgemerkt te worden dat niet alle nieuw ontwikkelde methoden 

consistent beter presteren dan de oorspronkelijke methoden over de dicht 

begroeide oppervlakken tijdens de lente- (ontdooide) en moessonperiodes. De 

z0h methoden die de Zilitinkevichcoëfficiënt (Czil) definiëren als functie van de 

gewashoogte via z0m zijn hetmeestgeschikt bevonden voor wereldwijde 

toepassing. 

In Hoofdstuk 5 wordt de Noah modelfysica aangaande de turbulente 

warmtefluxen en het warmtetransport door de bodemkolom bestudeerd door het 

analyseren van de turbulente warmtefluxen en bodemtemperatuur 

profielmetingen tijdens hetmoessonseizoen (8 juni - 30 september 2010). Noah 

met zijn standaard modelfysica overschat turbulente warmtefluxenoverdag 

aanzienlijk, onderschat de oppervlaktetemperatuur en systematisch onderschat 

de bodemtemperatuur profielen. Er zijn vier aanpassingenbestudeerd om de 

bovengenoemde tekortkomingen te verhelpen; ten eerste is de demping als 

gevolg van vegetatievan de warmtegeleidbaarheid (κh) van de eerste naar de 

tweede bodemlaagverwijderd; ten tweede is een exponentiële vervalfactor (βveg) 

opgelegd aan κh op basis van de ratio ‗Leaf Area Index‘ (LAI) ten opzichte 

vande Green Vegetation Fraction‘ (GVF); ten derde is de methode voor de 

berekening van de Zilitinkevichcoëfficiënt (Czil) geïmplementeerd zoals 

aanbevolen in Hoofdstuk 4, en ten vierde is het effect van organische stof 

ingebouwd in de methode gebruikt voor de bepaling van thermische 

grondeigenschappen. De verwijdering van het dempende effect van vegetatie op 

κh en het introduceren van βveg resulteren in een sterke verbetering vande 

temperatuursimulaties in het bodemprofiel, terwijl de simulaties van de 

turbulente warmteflux en oppervlaktetemperatuur vooral profiteren van de 

gewijzigde Czil formulering. Hoewel het gebruik van organisch materiaal de 

berekening van κh verbetert, is op basis van laboratoriummetingenaangetoond 
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dat de impact op de Noah simulaties relatief klein is, zelfs als het organisch 

stofgehalte groot is. 

Hoofdstuk 6 focust zich ophetverbeteren van de Noah modelfysica diede 

verticale stroming van water door de bodem beschrijft door een vergelijking 

met in situ gemeten bodemvochtprofielen en het gebruik van gemeten 

bodemfysische eigenschappen. De standaard Noah LOM onderschat 

hetbodemvochtgehalte van de bovenste laag onder natte omstandigheden en 

overschat het indroge condities, terwijl het vochtgehalte in de diepere 

bodemlagen systematisch wordt onderschat. Er zijn vier 

aanpassingenonderzocht om bovengenoemde tekortkomingen te verhelpen 

namelijk door i) het effect van organische stof op vochtretentie in de bodem in 

beschouwing te nemen via de additiviteithypothese, ii) de verzadigde 

doorlatendheid (Ks) te implementeren als een exponentieel afnemende functie 

met bodemdiepte, iii) het aanpassen van de verticale wortelverdeling om de 

hoge worteldichtheid nabij het landoppervlak beter te kunnen reproduceren die 

karakteristiek is voor de Tibetaanse weiden, iv) het wijzigen van de 

diffusiviteitsvorm van de Richards-vergelijking om een betrouwbare simulatie 

van vochttransport tussen lagen met verschillende bodemfysischeeigenschappen 

mogelijk te maken. Het gebruik van organisch materiaal voor de bepalingvan de 

porositeit en de bodemretentievergrootde overeenkomsten tussen de 

schattingenen metingendie in situ en in het laboratorium verricht zijn. Door de 

gewijzigde bodemfysische parameterisatie wordt de onderschatting van het 

bodemvocht in de bovenste bodemlaag onder natte omstandigheden grotendeels 

verholpen. De simulatie van de vochtdynamiek in het bodemprofiel 

verbetertwanneer ook de gewijzigde wortelopnamefunctie is geïmplementeerd 

in de modelstructuur. 

De componenten van de Noah modelfysica die geëvalueerd zijn in 

Hoofdstukken 4, 5 en 6 worden in Hoofdstuk 7 toegepast op de schaal van het 

BGR om de afvoer voor de periode 2001-2010 te reproduceren. Er zijn 

simulaties uitgevoerd met drie setsvan verbeteringen ten aanzien van de 

modelfysica op het gebied van i) turbulente en bodemwarmtetransport (Noah-

H), ii) bodemvocht transport (Noah-W) en iii) processen in bevroren bodems 

(Noah-F). Er zijn vijf numerieke experimenten ontworpen bestaande uit drie 

runs metverbeteringen, een controle-run met de standaard modelfysica en een 

run met alle aanpassingen (Noah-A). Voor elk experiment zijn de vegetatie- en 

bodemparameters van de Weather Research and Forecasting dataset gebruikt en 

er wordt gebruik gemaakt van atmosferische gegevens met een ruimtelijke 

resolutie van 0.1
o 

ontwikkeld door ITPCAS (Instituut for Tibetan Plateau 
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Research of the Chinese Academy of Sciences). Iedere simulatie is 

geïnitialiseerddoor Noah een volledig jaar herhaaldelijk te draaien totdat 

demodeltoestandsvariabelen een evenwichtssituatie bereiken. De resulterende 

simulaties zijn vergeleken met warmteflux-, bodemtemperatuur- (Ts) en vocht 

(θ) profielmetingen verricht op een specifieke locatie. Daarnaast is de 

maandelijkse gemeten afvoer van de Gele Rivier gebruikt om de 

betrouwbaarheid van de Noah modelsimulaties op de schaal van het 

stroomgebied te bepalen. De Noah-Haanpassingenverhelpen de problemen met 

de simulatie van hetturbulente en bodemwarmtetransport (Hoofdstuk 5) en de 

Noah-W aanpassingenverhelpen de tekortkomingen in de θ simulatie 

(Hoofdstuk 6), terwijl de Noah-A implementatie verbeteringen oplevert voor 

zowel de gesimuleerde energierbudgetten als waterbudgetten. Ook de 

maandelijkse afvoer wordt het best gereproduceerd door het Noah-A 

experiment, waarbij de afvoer gedomineerd wordt door de basisafvoer 

componentmaar ook de oppervlakte-afvoer niet te verwaarlozen is. 

Het onderzoek dat in dit proefschrift gepresenteerd isbenadrukt de noodzaak 

van een volledige beschrijving van de voornamelijk verticale water en warmte 

uitwisselingsprocessen om betrouwbare simulaties van de water-en 

energiebalans te kunnen produceren voor het BGR hooggelegen op het 

Tibetaans Plateau. Aanvullend onderzoek is echter nodig om andere processen, 

zoals vries-dooi transities, grondwateruitwisselingen en rivierafvoer adequaat 

mee te kunnen nemen in klimaatprojecties van de regionale hydrologie. Een 

verbeterde simulatie van water- en energiebalansen is van het grootste belang 

om de impact van de opwarming van de aarde op de regionale watercyclus in te 

kunnen schattenen dit kan het beheer van de watervoorraden in de Aziatische 

Watertorensverder ondersteunen. 
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Chapter 1 Introduction 
 

1.1 Background 

Climate change is projected to reduce fresh water resources significantly and 

water scarcity is expected to be a major challenge globally (Jiménez et al. 2014). 

The Asian water towers, originating from the Himalayas and adjacent Tibetan 

Plateau, are threatened by a projected decline in the water availability as a result 

of climate change (Immerzeel et al. 2010). At the same time, various studies 

have warned for the climate vulnerability of the Tibetan ecosystem via striking 

warming and moistening (Salama et al. 2012; van der Velde et al. 2014; Wu et 

al. 2013), solar dimming and wind stilling (Yang et al. 2014) accompanied with 

permafrost degradation (Guo and Wang 2013; Wu and Zhang 2010) and glacier 

retreat (Yao et al. 2012), which inevitably exert a profound impact on the 

regional hydrologic cycle and freshwater supply (Jin et al. 2009; Lutz et al. 

2014; Wang et al. 2012). 

The dependence of several billions of people on the freshwater supply from 

the Great Asian Rivers, e.g., Ganges, Brahmaputra, Mekong, Yangtze, and 

Yellow River, underlines the importance of preserving the high altitude Asian 

ecosystem on the Tibetan Plateau. Moreover, the Plateau plays a critical role in 

the onset, intensity, and evolution of the East-Asian Monsoon (Wu et al. 2012). 

Exchange of water and heat at the Tibetan land-atmosphere interface modulates 

the atmospheric circulation in the Northern Hemisphere at a continental scale 

(Zhou et al. 2009). Understanding the water and heat exchanges across the 

Tibetan ecosystem is, therefore, of great importance to account for the various 

feedbacks on the regional water and energy budgets within various climate 

scenarios. 

Located in the northeastern part of the Tibetan Plateau, the source region of 

the Yellow River (SRYR) has also been subject to a significant warming and 

widespread decrease of precipitation in the wet season, resulting in a 

pronounced decrease of water resources in this region (Hu et al. 2012; Hu et al. 

2011). As the ―water tower‖ that contributes to more than 35 % of the total 

streamflow for the whole Yellow River basin (Zhou and Huang 2012), the 

decreasing water resources in the SRYR inevitably influences water supply for 

the downstream areas. Since about 14.9 % of China‘s population and 17 % of 

its agricultural area depend on the water supply from the Yellow River (D. 

Yang et al. 2004), a thorough understanding of water and heat dynamics across 
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the SRYR is thus imperative for management of the Yellow River‘s water 

resources and projection of its water availability. 

1.2 Land surface modeling 

Land surface models (LSMs) are often employed in atmospheric general 

circulation models (AGCMs) to provide the lower boundary conditions in the 

form of water and heat exchanges at the land-atmosphere interface. Climatic 

studies (Koster et al. 2004; Seneviratne et al. 2006) have demonstrated that an 

accurate quantification of these exchanges is crucial for reliable weather 

forecasts across various time scales. In order to make reliable weather and 

climate predictions, LSMs have evolved from a simple bucket model (Manabe 

1969) to more sophisticated soil-vegetation-atmosphere transfer (SVAT) 

schemes to better represent the interplay of the water, energy and nutrient cycles 

(Dai et al. 2003; Ek et al. 2003; Niu et al. 2011; Oleson et al. 2013; Sellers et al. 

1986). 

Many of the physical and physiological processes occurring in the 

atmosphere-snow-vegetation-soil-aquifer system are incorporated in the 

contemporary LSM structures. For instance, model physics for the freeze-thaw 

and snow processes are now generally included in LSMs (Cherkauer and 

Lettenmaier 1999; Dankers et al. 2011; Ek et al. 2003; Niu and Yang 2006) and 

snow sub-models have evolved from simple bulk-layer to multilayer structures 

(Niu et al. 2011). Vegetation dynamics have been introduced in several LSMs to 

explicitly represent plant photosynthesis, respiration, and the related nutrient 

cycles (Clark et al. 2011; Oleson et al. 2013). Studies have also focused on 

describing the fully-closed water cycle consisting of soil-aquifer interaction 

(Fan et al. 2007; Maxwell and Miller 2005), alterative runoff schemes (Niu et al. 

2011; Oleson et al. 2013), river rooting (Balsamo et al. 2011) as well as 

anthropologic effects such as irrigation (Leng et al. 2013). Consequently, there 

are increasing interests in using LSMs for hydrologic modeling purposes 

(Finney et al. 2012; Slater et al. 2007). Wood et al. (2011) proposed the 

development of hyper-resolution LSMs (1 km globally, 100 m continentally) for 

monitoring the terrestrial water, energy, and biogeochemical cycles as the 

―Grand Challenge‖ for the hydrological and land surface modeling community. 

In response, Beven and Cloke (2012) argued that better model predictions are 

not only achieved by adopting a higher spatial resolution due to remaining 

issues such as the lack of fundamental knowledge on model forcing and 

parameter values, boundary conditions and representation of processes. 
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As any model, the reliability of LSM simulations is always affected by 

uncertainties in applied parameterizations, initial and boundary conditions and 

atmospheric forcing. Moreover, any parameterization of a complex process is an 

approximation that is always constrained by our incomplete understanding of 

the reality that is hampered by limited data (Niu et al. 2011). In addition, many 

parameterizations exist for a particular process, and the appropriateness of a 

parameterization may depend on the type of ecosystem (Li et al. 2011). For 

instance, various vertical root distribution functions (Chen et al. 1996; Vrugt et 

al. 2001; Zeng 2001) are employed by LSMs to simulate the root water uptake 

and the extraction of soil water for transpiration from specific layers (Feddes et 

al. 1978). Diversity is also found among the parameterizations used to describe 

the soil hydraulic properties by means of different functions using various 

parameter databases (Decharme et al. 2011; Shao and Irannejad 1999). In many 

cases, no clear reason exists for preferring one parameterization over the other 

(Gayler et al. 2014), and the selection of a parameterization in the LSMs is often 

based on its numerical efficiency (de Rosnay et al. 2000; Ek et al. 2003). 

Dirmeyer et al. (2006), Jiménez et al. (2011) and Xia et al. (2014) have also 

reported that large discrepancies exist between the model outputs of water and 

heat fluxes generated by various LSMs even when driven with the same 

meteorological forcing, due to different model physics, model structures and 

parameter choices. In general, thorough evaluation against a ‗ground truth‘ can 

identify the impact of these different sources of uncertainty and do justice to the 

physical reality. A comprehensive set of in-situ measurements of water and heat 

fluxes as well as atmospheric forcing is thus regarded as the foundation for 

assessing and improving the LSM performances. In addition, runoff data can 

provide further insight into the model performance for regional scale 

applications (Balsamo et al. 2011; Decharme 2007; Xia et al. 2012b). As such, 

the major challenge for the hydrologic and land surface modeling community 

remains to find ways to further reduce predictive uncertainties and strive for 

consistency between model results and observational data sets (Decker et al. 

2011; Dirmeyer et al. 2006; Jiménez et al. 2011; Xia et al. 2012a). 

The community Noah LSM has gone through a similar evolution via a long 

history of multi-institutional collaboration (e.g., Chen et al. 1996; Ek et al. 2003; 

Koren et al. 1999; Livneh et al. 2010; Mahrt and Ek 1984). It has undergone 

extensive testing and has been proven to reproduce the observed water and 

energy budgets effectively and comparably as other contemporary LSMs such 

as Community Land Model (CLM; Oleson et al. 2013), Variable Infiltration 

Capacity (VIC; Cherkauer et al. 2003) and Hydrology of the Tiled ECMWF 
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Scheme for Surface Exchanges over Land (HTESSEL; Balsamo et al. 2009) 

through participating in various LSM comparison experiments (e.g., Dirmeyer 

et al. 2006; Koster et al. 2010; Luo et al. 2003; Rodell et al. 2004; Xia et al. 

2012c). The Noah LSM has been coupled to the AGCMs of National Centers 

for Environmental Prediction (NCEP) as well as the Weather Research and 

Forecasting (WRF) model of National Center for Atmospheric Research 

(NCAR) and is widely used. It is also the LSM for which NASA makes the 

most extensive set of simulations available as part of the Land Data 

Assimilation Systems (LDAS; Mitchell et al. 2004; Rodell et al. 2004; Xia et al. 

2012c). Moreover, the development efforts have recently resulted in the 

improvement of the default model physics of Noah LSM through enhancing the 

conceptual realism of biophysical and hydrological processes as well as 

providing the multiple parameterization options for various processes (Noah-

MP; Niu et al. 2011). In particular, the single source model structure of the 

default Noah LSM is replaced with a dual source model structure in the Noah-

MP LSM to explicitly account for the effect of vegetation canopy on the 

radiation transfer and surface energy budget computations. Nevertheless, further 

augmentation of the Noah LSM and/or its updated version (i.e., Noah-MP) and 

validation against observations remains imperative (Clark et al. 2015; Gayler et 

al. 2014; Xia et al. 2014; Xia et al. 2012a). 

1.3 Water and heat exchanges on the Tibetan Plateau 

Since the 1990s, various field campaigns have been conducted [e.g., 

GEWEX Asian Monsoon Experiment-Tibet (GAME-Tibet; Koike et al. 1999) 

and CEOP Asia-Australia Monsoon Project in Tibet (CAMP-Tibet; Koike 

2004)] and monitoring programs are ongoing [e.g., Tibetan Observation and 

Research Platform (TORP); Ma et al. 2008] on the Tibetan Plateau. Moreover, 

several regional scale soil moisture and soil temperature monitoring networks 

have recently been developed (Su et al. 2011; Yang et al. 2013). All these 

activities and resulting data sets have advanced and will undoubtedly continue 

to advance our understanding of the prevailing hydro-meteorological processes 

linked to water, energy and nutrient cycles in this high-altitude alpine region, 

also known as the Third Pole Environment (Ma et al. 2009; Piao et al. 2012; 

Yang et al. 2014). 

One of the achievements is the improvement of modeling the water and heat 

exchanges between the Tibetan land and atmosphere as well as transport 

through the soil column via analyses of existing data sets in combination with 

usage of LSMs (Chen et al. 2011; van der Velde et al. 2009; K. Yang et al. 
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2009). For instance, a newly developed single source LSM has been validated 

to have identical performance and fewer parameters in comparison to the dual 

source LSM (i.e. SiB2) for describing the water and heat exchanges across the 

Tibetan ecosystem (K. Yang et al. 2009; K. Yang et al. 2004). Besides, the 

diurnally varying roughness length for heat transfer (z0h) has been widely 

recognized as imperative for reliable daytime land surface temperature (Tsfc) and 

turbulent heat simulation (Chen et al. 2011; Zeng et al. 2012). Chen et al. (2011) 

showed that the underestimation of Tsfc and overestimation of sensible heat flux 

(H) by the Noah LSM can be resolved by implementing the z0h scheme 

developed specifically for the Tibetan Plateau by Yang et al. (2008). 

In addition, the necessity of vertical soil heterogeneity caused by organic 

matter and root systems for accurate soil water and heat flow calculations has 

also been recognized (Y. Chen et al. 2013; Xue et al. 2013; Yang et al. 2005). 

Yang et al. (2005) and van der Velde et al. (2009) showed that the simulation of 

turbulent heat fluxes and soil heat/water flow can be improved by making a 

distinction between the soil thermal/hydraulic properties of the upper and deep 

soil layers and by calibrating the soil and vegetation parameters. However, van 

der Velde et al. (2009) arrived at unrealistically high values for the volumetric 

quartz fraction for the soil matrix to increase the heat conductance through the 

soil column, which is inconsistent with the findings of Yang et al. (2005) that 

the existence of dense vegetation roots and abundance of organic matter in the 

topsoil may significantly reduces the thermal conductivity. Further 

improvement of the parameterization for the vertical soil heterogeneity is thus 

still needed. 

Moreover, Chen et al. (2011) reported on the imperfect performance of the 

z0h scheme of Yang et al. (2008) for densely vegetated surfaces (e.g., forest and 

shrub land), and how this scheme can be used over grid cells with different 

green vegetation fractions remains unknown (Zeng et al. 2012). Furthermore, 

regional scale assessment of the aforementioned parameterizations validated at 

point scale for their ability to reproduce the runoff production at catchment 

scale has not been investigated. Therefore, further improvement of the model 

physics and validation against existing observations remains imperative to 

obtain a better understanding of water and heat exchanges on the Tibetan 

Plateau and their response to climate change. 

1.4 Research objective and questions 

The main objective of this thesis is to arrive at a better quantification of the 

water and heat exchanges at the land-atmosphere interface for a Tibetan alpine 
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meadow ecosystem. The source region of the Yellow River (SRYR) in the 

northeastern part of the Tibetan Plateau is selected as the case study due to its 

great importance to the Yellow River‘s water resources (see Section 1.1). A 

comprehensive observational dataset including in-situ micro-meteorological and 

profile soil moisture/temperature measurements, laboratory soil property 

measurements of samples, as well as discharge measurements is collected. To 

understand the processes governing the water and heat exchanges of the alpine 

meadow ecosystem and predict the observational data sets, the Noah land 

surface model (LSM) is utilized as the baseline model because it is widely used 

by the climate and land surface modeling communities to quantify the exchange 

of water and heat at the land-atmosphere interface (see Section 1.2). Besides, 

the reliability of Noah LSM for the Tibetan Plateau was previous confirmed 

(see Section 1.3, e.g., Chen et al. 2010; van der Velde et al. 2009; Zeng et al. 

2012). 

The following research questions are formulated to achieve the objective: 

 

Q1. What is the adequate scheme of the roughness lengths for momentum 

and heat transfers to predict turbulent heat fluxes for the Tibetan alpine meadow? 

Q2. How does the soil organic matter, thermal roughness length and 

vegetation canopy affect the turbulent and soil heat transport? 

Q3. What is the effect of the vertical soil heterogeneity on water and heat 

exchanges and how can this be included in the model structure of Noah LSM? 

Q4. How does the model physics of vertical water and heat exchange 

processes impact the runoff production at catchment scale? 

 

1.5 Thesis outline 

The four research questions are addressed in Chapters 4, 5, 6 and 7 of this 

thesis respectively. The thesis is structured as follows: 

Chapter 2 provides a brief introduction of the study area and the 

observational data sets; 

Chapter 3 introduces the baseline Noah model structure and model physics; 

In Chapter 4 the performance of several newly developed momentum and 

thermal roughness length schemes for the Noah land surface model (LSM) are 

evaluated on their ability to reproduce observed variations of roughness lengths, 

turbulent heat fluxes and surface temperature for three selected periods: a winter 

(15 December 2009 to 15 January 2010), a spring (8 April to 7 May 2010) and a 

monsoon period (1 to 30 September 2009); 
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Chapter 5 presents the augmentations made to Noah model physics 

associated with the thermal roughness length (based on Chapter 4), vegetation 

canopy and organic matter effects and the investigation of their impacts on the 

simulated turbulent and soil heat transport for the majority of the monsoon 

season (8 June to 30 September 2010); 

Chapter 6 describes the augmentations made to Noah model physics 

associated with the vertical soil heterogeneity including the root water uptake 

and the soil organic matter effect on the hydraulic properties, and its 

performance in simulating soil water flow as well as partitioning of turbulent 

heat fluxes for the majority of the monsoon season; 

In Chapter 7 the modified Noah model physics of vertical water and heat 

exchange processes presented in Chapters 4, 5 and 6 is applied to investigate its 

impact on the runoff production at catchment scale, i.e., the source region of the 

Yellow River (SRYR) for the period of 2001-2010; 

Chapter 8 synthesizes the main findings of Chapters 4, 5, 6 and 7 with 

respect to the four research questions and directions for further research are 

presented as well. 

The logic of the thesis structure is shown in Figure 1.1. The observational 

data sets (Chapter 2) and the Noah LSM (Chapter 3) form the basis for this 

study. Chapters 4, 5, and 6 present the investigation of the water and heat 

exchanges at the land-atmosphere interface, and water and heat transport in the 

soil column at the point scale. Particularly, the appropriate roughness length 

scheme recommended in Chapter 4 is further investigated in Chapter 5, and the 

coupled heat (Chapter 5) and water (Chapter 6) dynamics is implemented in 

both Chapters 5 and 6, whereas the modified model physics is implemented in 

Chapter 7 to further investigate its ability in reproducing runoff at the catchment 

scale. Subsequently, the findings are summarized in Chapter 8. 
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Figure 1.1: Diagram and logic of the thesis structure. Four research questions 

(Q1-Q4) are answered in Chapters 4-7. 
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Chapter 2 Study area and in-situ data sets 
 

The source region of the Yellow River (SRYR) in the northeastern part of 

the Tibetan Plateau is selected as the study area for this thesis, and a 

comprehensive observational dataset of hydro-meteorological variables and soil 

properties is collected in Maqu station that located in the southeastern part of 

the SRYR for the assessment and improvement of Noah land surface model 

(LSM). This Chapter introduces the study area (i.e., SRYR) and the discharge 

measurements (Section 2.1), as well as the Maqu observational dataset (Section 

2.2).  

2.1 Source region of the Yellow River 

The source region of the Yellow River (SRYR, Figure 2.1) is located in a 

transition zone from seasonally frozen ground to discontinuous and continuous 

permafrost in the northeastern part of the Tibetan Plateau (Jin et al. 2009). The 

discharge measured at the catchment outlet, Tangnag station, is produced in an 

area of around 122,000 km
2
 that comprises 16.2 % of Yellow River basin in size, 

while it contributes to more than 35 % of the total streamflow (Zhou and Huang 

2012). Hence, the SRYR is widely regarded as the ―water tower‖ of the Yellow 

River, but is experiencing a disturbing decline in the streamflow in the past 

decades (Hu et al. 2011; Zheng et al. 2007; Zhou and Huang 2012). 

The elevation in the SRYR varies from 2000 m in the east up to 6300 m in 

the west with several steeples around the Anyemqen Mountains in the central 

part. Cold dry winters and rainy summers are characteristic for its climate with 

annual average daily temperatures ranging from -4 ºC to 2 ºC decreasing from 

east to west. The temperature generally remains below 0 ºC during the cold 

season from October to April. The mean annual precipitation varies from 800 

mm in the southeast to 200 mm in the northwest with 75 % - 90 % falling 

during the monsoon season from June till September (Hu et al. 2011; Zheng et 

al. 2007). Alpine grassland and loamy soils dominate the land cover in the 

region. 

Four discharge stations are operated by the Yellow River Conservancy 

Commission (YRCC) at Huangheyan, Jimai, Maqu and Tangnag. For this study, 

only the monthly streamflow data from the Tangnag station are available for the 

period of 2002-2009, and these are utilized to investigate the performance of 

Noah LSM in simulating runoff at catchment scale in Chapter 7. Streamflow 

dynamics at Tangnag station are mainly forced by a natural drivers and are not 
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affected by large dams, irrigation diversions or any other major anthropogenic 

influences (Cuo et al. 2013). 

2.2 Maqu observational dataset 

Maqu Climatic and Environmental Observation station (Figure 2.1) is 

located in the southeastern part of the SRYR, with elevations varying from 3200 

to 4200 m above sea level (a.s.l.). The landscape in this region is dominated by 

alpine meadows (e.g., Cyperaceae and Gramineae) with a height of 15 cm 

during summers and about 5 cm during winters. The climate is characterized by 

cold dry winters and rainy summers, with a mean annual air temperature of 1.2 
o
C, and the mean air temperatures of the coldest month (January) and warmest 

month (July) are -10 
o
C and 11.7 

o
C respectively. The soil starts freezing around 

the beginning of November, while the frozen ground is fully thawed around the 

beginning of May. The precipitation is around 500-600 mm annually, with more 

than 70 % falling during the monsoon season from June till September. The 

groundwater level in this area is situated at 8.5-10.0 m below the ground. 

2.2.1 Hydro-meteorological variables 

Maqu station is equipped with a micro-meteorological observing system and 

a regional scale soil moisture and soil temperature (SMST) monitoring network 

(Figure 2.1). The micro-meteorological observing system consists of a 20 m 

Planetary Boundary Layer (PBL) tower providing wind speed and direction, air 

humidity and temperature measurements at five levels (i.e., 18.15, 10.13, 7.17, 

4.2 and 2.35 m), and an eddy-covariance (EC) system installed at a height of 3.2 

m for measuring the turbulent sensible and latent heat fluxes. Instrumentations 

for measuring four radiation components (i.e., upward and downward shortwave 

and longwave radiations), air pressure and precipitation are also mounted on the 

PBL tower. 

The network of 20 SMST monitoring sites covering an area of 40 km by 80 

km centered on the micro-meteorological observing system has been setup as a 

part of the Tibetan Plateau Observatory (Tibet-Obs) primarily for the 

calibration/validation of satellite based soil moisture products (Dente et al. 2012; 

Su et al. 2011), as well as to improve our understanding of land surface 

processes on the Plateau (Su et al. 2013). Table 2.1 summarizes the equipment 

deployed and the hydro-meteorological variables measured at Maqu station. 
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Figure 2.1: Location of the source region of the Yellow River (SRYR) and the 

Maqu station showed on top of the SRTM-90 digital elevation model. 

 

All the measurements are processed to values for every 30-min interval, 

whereby the ground surface temperature is computed from measured upward 

and downward longwave radiations using the Stefan-Boltzmann equation: 

4 (1 )sfcT L L    
           (2.1) 

where Tsfc is the ground surface temperature (K), L
↑
 and L

↓
 are the upward 

and downward longwave radiation (W m
-2

) respectively, ε is the surface 

emissivity (-), and σ is the Stefan-Boltzmann constant (taken as 5.67×10
-8

 W m
-
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2
 K

4
). In this study, the surface emissivity is taken as 0.95 for bare ground 

(November to April) and 0.98 for grassland (May to October, Brutsaert 1982). 

Additional details for the measurements and data-processing can be found in 

Dente et al. (2012) and Zheng et al. (2014). 

 

Table 2.1: Equipment deployed and the hydro-meteorological variables 

measured at Maqu station 

System Items Level (m) Sensor 

PBL 

Tower 

Wind speed and 

wind direction 2.35, 4.2, 7.17, 

10.13, 18.15 

Gill WindSonic 2D 

Air temperature 
Vaisala HMP45C 

Humidity 

Air pressure 2.0 Vaisala CS105 

Radiation flux 

1.5 

Kipp & Zonen CNR1 

Precipitation 
Young 52202 tipping 

bucket raingauge 

Eddy-

covariance 

System 

Wind fluctuation 

3.2 

CSAT3 3D sonic 

anemometer 

Sensible heat flux Campbell LI-COR 

7500 Latent heat flux 

SMST 
Soil moisture and 

soil temperature 

-0.05, -0.1, -0.2,  

-0.4, -0.8 
EC-TM ECH2O probe 

 

2.2.2 Soil properties 

Soil samples are collected at two SMST sites (CST01 and NST01) near the 

micro-meteorological observing system, as well as two sites (NST04 and 

NST11) located in a wetland environment (see Figure 2.1) for quantifying the 

soil texture and hydraulic/thermal properties through laboratory analyses. Two 

or three soil profiles are obtained from each site, whereby samples are taken at 

depths of 0.1, 0.3, and 0.6 m. Duplicates of undisturbed soil samples are 

collected by soil cutting ring augers, whereby the hydraulic characterization is 

complemented by field measurement of the saturated hydraulic conductivity (Ks) 

with the Guelph Permeameter manufactured by Soilmoisture Equipment Corp. 
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Table 2.2: Averaged feature of soil properties measured by field and laboratory 

experiments in this study 

Site 
Depth 

(cm) 

Sand 

(%) 

Clay 

(%) 
Texture 

msoc 

(%) 

ρb 

(g 

cm
-3

) 

θs 

(m
3
 

m
-3

) 

Ks 

(10
-6

 

m s
-

1
) 

CST01 

5-15 34.78 9.38 Silt Loam 2.78 1.05 0.55 1.18 

20-

40a 
39.49 9.01 Silt Loam 2.18 1.21 0.51 

0.21 
20-

40b 
65.56 5.45 

Sandy 

Loam 
0.46 1.59 0.41 

55-70 57.92 6.65 
Sandy 

Loam 
0.51 1.56 0.42 0.04 

NST01 

5-15 36.07 7.42 Silt Loam 1.57 1.38 0.52 1.19 

20-40 52.33 6.65 
Sandy 

Loam 
1.57 1.32 0.45 0.39 

55-70 61.24 5.92 
Sandy 

Loam 
0.53 1.42 0.42 0.33 

NST04 

5-15 36.57 7.10 
Organic 

Soil 
18.25 0.50 0.76 2.15 

20-40 27.29 8.94 
Organic 

Soil 
12.78 0.55 0.73 0.56 

55-70 18.24 9.42 Silt Loam 6.28 0.97 0.64 0.19 

NST11 

5-15 18.56 9.01 
Organic 

Soil 
14.92 0.49 0.72 2.11 

20-40 30.17 11.01 Silt Loam 3.45 1.05 0.59 0.41 

55-

70a 
29.16 11.22 Silt Loam 1.75 1.24 0.54 

0.17 
55-

70b 
48.05 6.01 

Sandy 

Loam 
2.22 1.29 0.54 

 

The soil samples are transported to the laboratory for precise measurement 

of the soil texture (sand, clay and silt), organic carbon mass content (msoc), bulk 

density (ρb), porosity (θs), soil water retention curve and soil heat conductivity 

(κh). Soil texture is measured with a Malvern Mastersizer 2000 particle size 

analyzer, and organic carbon mass content is measured with a Total Organic 
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Carbon Analyzer (SHIMADZU-TOC-VCPH). Soil porosity is calculated from 

the difference of the saturated and dry soil weight of the cutting ring with 

known volume (100 cm
3
) and weight, and bulk density is calculated from the 

dry soil weight. Soil water contents associated with 11 pressure heads from 0 up 

to 15 bars are performed with the Soilmoisture Equipment Corp. Pressure 

Membrane Instrument. Thermal conductivities for 12 soil moisture contents 

varying from saturation to dry are measured with the KD2 Thermal Properties 

Analyzer of Decagon Devices Inc. Additional information on the procedures 

adopted for the soil sampling and laboratory experiments can be found in Chen 

et al. (2012). 

Table 2.2 lists the mean values for the soil texture, msoc, ρb, θs and Ks found 

across the soil profile at the four SMST sites. The measurements demonstrate 

that the soils in the Maqu region are stratified, whereby in the upper layer a 

higher msoc is found, the percentage sand typically increases with depth and a 

substantial organic soil layer is found for the wetland ecosystems. This soil 

stratification can be associated with higher θs and Ks, while the ρb is lower. 
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Chapter 3 Noah land surface model 
 

The Noah land surface model (LSM) originates from the Oregon State 

University (OSU) LSM and has a long history of development through multi-

institutional collaboration (Chen et al. 1997; Chen et al. 1996; Ek et al. 2003; 

Koren et al. 1999; Livneh et al. 2010; Mahrt and Ek 1984; Mahrt and Pan 1984; 

Pan and Mahrt 1987; Schaake et al. 1996). The Noah LSM is originally 

designed for moderate complexity and good computational efficiency without 

considering the sub-grid spatial variability, and it is widely used by the climate 

modeling community (e.g., the WRF model community) to quantify the 

exchange of water and heat at the land-atmosphere interface, and is one of the 

LSMs deployed for NASA‘s Land Data Assimilation Systems (Mitchell et al. 

2004; Rodell et al. 2004; Xia et al. 2012c). 

The model structure consists of a modestly complex canopy resistance 

scheme (Chen et al. 1996) linked to the diurnal Penman approach (Mahrt and 

Ek 1984) for simulating the latent heat flux and a surface energy balance 

approach whereby the entire soil-snow-vegetation system is represented as a 

single heat/water vapor source. A four-layer soil scheme is implemented with 

the thermal diffusion equation for simulating heat transport and the diffusivity 

form of Richards‘ equation for water flow (Mahrt and Pan 1984; Pan and Mahrt 

1987). A simple water balance approach (Schaake et al. 1996) is adopted to 

simulate the surface runoff and the cold season physics are implemented as 

described in Koren et al. (1999). A schematization of the model structure is 

given in Figure 3.1 (http://www.ral.ucar.edu/research/land/technology/lsm.php). 

The Noah LSM is selected as the baseline model for the research presented 

in this thesis, and this Chapter presents the model physics by default 

implemented for Version 3.4.1 relevant for this thesis, and additional 

information can be also found in existing literature (e.g., Ek et al. 2003; Niu et 

al. 2011; van der Velde et al. 2009). Section 3.1 and Section 3.2 present 

respectively the model physics associated with the warm season surface energy 

and water budgets. The freeze-thaw processes are introduced in Section 3.3, and 

Section 3.4 provides the default vegetation, soil and topographic 

parameterizations. Model physics associated with snow processes is referred to 

existing literature (Barlage et al. 2010; Koren et al. 1999; Livneh et al. 2010). 

http://www.ral.ucar.edu/research/land/technology/lsm.php
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Figure 3.1: Schematization of the Noah model structure. 

 

3.1 Surface energy balance 

The surface energy balance equation solved by the Noah LSM can be written 

as: 

4

0( )sfcS S L T H LE G        
                        (3.1) 

where S
↓ 
and S

↑ 
are the downward and upward shortwave radiations (W m

-2
) 

respectively, L
↓
 is the downward longwave radiation (W m

-2
), Tsfc is the ground 

surface temperature (K), ε is the surface emissivity (-), σ is the Stefan-

Boltzmann constant (taken as 5.67×10
-8

 W m
-2

 K
-4

), H is the sensible heat flux 

(W m
-2

), LE is the latent heat flux (W m
-2

), and G0 is the ground surface heat 

flux (W m
-2

). 

3.1.1 Turbulent sensible and latent heat fluxes 

The sensible heat flux is computed using the bulk transfer equations based 

on the Monin-Obukhov similarity theory (MOST; i.e., Chen et al. 1997): 

 p h sfc aH c C u   
                         (3.2) 
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                          (3.6) 

where ρ is the density of air (kg m
-3

), cp is the specific heat of air (J kg
-1

 K
-1

), 

Ch is the surface exchange coefficient for heat transfer (-), u is the mean wind 

speed (m s
-1

), θsfc is the potential temperature at the surface (K), θa is the 

potential air temperature (K), k is the von Karman constant (taken as 0.4), zh is 

the observation height of air temperature and/or wind speed (m), z0m is the 

roughness length for momentum transfer (m), z0h is the roughness length for 

heat transfer (m), L is the Obukhov length (m), u* is the friction velocity (m s
-1

), 

g is the gravity acceleration (m s
-2

), Cm is the surface exchange coefficient for 

momentum transfer (-), Ψm and Ψh are the stability correction functions for 

momentum and sensible heat transfer respectively (-), and the stability functions 

proposed by Paulson (1970) are adopted in current Noah LSM as (Chen et al. 

1997; Sun and Mahrt 1995): 

   2 1

5 0 1

2ln (1 ) / 2 ln (1 ) / 2 2 tan ( ) / 2 5 0
m

x x x

 

 

  
  

        (3.7) 

2

5 0 1

2ln((1 ) / 2) 5 0
h

x

 



  
  

                                                       (3.8) 

/hz L 
                                                                                         (3.9) 

1/4(1 16 )x                                                                                        (3.10) 

The potential evapotranspiration (LEp) is calculated diurnally using a 

Penman-based approach (Chen et al. 1996; Mahrt and Ek 1984): 
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1

n h s
p

R G C u q q
LE

   


                               (3.11) 

4( )n sfcR S S L T      
                                         (3.12) 

where Δ is the slope of the relation between the saturated vapor pressure and 

the temperature (kPa K
-1

), Rn is the net radiation (W m
-2

), λ is the latent heat of 

vaporization (J kg
-1

), qs and q are the saturated and actual specific humidity (kg 

kg
-1

). Note that herein the surface exchange coefficient for water vapor transport 

is assumed to be equivalent to that of heat transfer. The estimation of actual 

evapotranspiration (LE) is performed by applying a Jarvis-type surface 

resistance scheme to impose soil and atmospheric constraints (Chen et al. 1996). 

3.1.2 Ground surface heat flux 

The ground surface heat flux is calculated following Fourier‘s law using the 

temperature gradient between the surface and the mid-point of the first soil layer: 

1

0 0

1

sfc s

h

T T
G

z






          (3.13) 

where κh0 is the thermal heat conductivity of the surface layer (W m
-1

 K
-1

), 

Ts1 is the temperature of the first soil layer (K), and Δz1 is the depth between the 

surface and the mid-point of the first soil layer (m). 

3.1.3 Ground surface temperature 

For the estimation of the ground surface temperature the following 

linearization based on a first-order Taylor series expansion is utilized (van der 

Velde et al. 2009): 

4 4 1 4
sfc a

sfc a

a

T T
T T

T

  
   

                    (3.14) 

Substitution of eq. (3.14) into the surface energy balance equation (eq. (3.1)) 

yields the following expression for the ground surface temperature: 

0

3

1

4 4
sfc a a

a

S S L H LE G
T T T

T





      
  

                 (3.15) 

where Ta is the air temperature (K). Additional information on the numerical 

implementation of the surface energy balance equations (eqs. (3.1)-(3.15)) can 

be found in Ek and Mahrt (1991). 



Chapter 3 

29 

3.1.4 Soil heat flow 

The transport of heat through the soil column is governed by the thermal 

diffusion equation: 

s h

T T
C

t z z


   
  

                                                 (3.16) 

where κh is the thermal heat conductivity (W m
-1

 K
-1

), and Cs is the thermal 

heat capacity (J m
-3

 K
-1

). 

The solution to eq. (3.16) is achieved using the fully implicit Crank-

Nicholson scheme. The temperature at the bottom boundary (at a depth of 8 m 

below the ground surface) is generally taken as the annual mean near-surface air 

temperature, whereas the top boundary is confined by the ground surface 

temperature (see Section 3.1.3). 

3.1.5 Soil thermal parameterization 

The heat flow through the soil column is parameterized by the thermal heat 

conductivity, κh, and capacity, Cs, which depend on constituents of the soil 

matrix. The thermal heat capacity is calculated using the following equation: 

(1 ) ( )s w s soil s airC C C C       
                      (3.17) 

where θ is the soil moisture content (m
3
 m

-3
), θs is the porosity (m

3
 m

-3
), C 

represents the heat capacity (J m
-3

 K
-1

), and the subscripts ‗w‘, ‗soil‘, and ‗air‘ 

refer to water, solid soil, and air. In the Noah LSM, Cw, Csoil and Cair are taken 

as 4.2×10
6
, 2.0×10

6
 and 1005 J m

-3
 K

-1
, respectively. 

The thermal heat conductivity is calculated as a combination of the saturated 

(κsat) and dry (κdry) thermal heat conductivity weighed proportional to the degree 

of saturation (Johansen 1975): 

( ) ( )h e sat dry dryK      
                                   (3.18) 

where Ke is the Kersten (1949) number representing the degree of saturation 

and is defined by: 

10log ( ) 1.0, 0.1

0.0, 0.1

s s

e

s

for
K

for

   

 

  
 

                 (3.19) 

The κdry is calculated using a semi-empirical equation: 

0.135 64.7

2700 0.947

b
dry

b










                                (3.20) 

(1 ) 2700b s   
                               (3.21) 
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where ρb is the bulk density of dry soil (kg m
-3

). 

The κsat is calculated as the geometric mean of the heat conductivities of the 

materials present within the soil matrix: 
1 s s

sat soil w

   
                         (3.22) 

where κw is the heat conductivity of water (taken as 0.57 W m
-1

 K
-1

), and κsoil 

is the heat conductivity of solid soil that is estimated as a function of the 

volumetric quartz fraction (qtz): 
1qtz qtz

soil qtz o   
                           (3.23) 

where κqtz and κo are the heat conductivities of quartz and other soil particles, 

which are taken as 7.7 and 2.0 W m
-1

 K
-1

, respectively. The volumetric quartz 

fraction, qtz, is taken equivalent to the fractional sand (Peters-Lidard et al. 

1998). 

The Noah LSM has a single heat source model structure; viz. the vegetation 

and soil surface are represented by a single layer. Because the two media have 

clearly different thermal properties and dynamics, κh0 is the conductivity 

defining the heat transport from the surface to the mid-point of the upper soil 

layer reduced as function of the green canopy according to: 

0 1( ) exp( )h h vegGVF     
                                  (3.24) 

where GVF is the green vegetation fraction (-), βveg is the constant muting 

factor taken as 2.0, and θ1 is the soil moisture content of the first soil layer (m
3
 

m
-3

). 

Exponential decay of the green canopy is also imposed on the heat 

conductivity of the first soil layer (κh1), while the heat conductivities of other 

soil layers only depend on the constituents of the soil matrix, which are 

calculated as follows: 

( ) exp( ), 1

( ), 1

h i veg

hi

h i

GVF for i

for i

  


 

   
 

                  (3.25) 

where i is the soil layer, κhi is the heat conductivity of each soil layer adopted 

by eq. (3.16), and κh(θi) is calculated using eqs. (3.18)-(3.23). 

3.1.6 Roughness length parameterization 

The surface exchange coefficient for heat (Ch, eq. (3.3)) is of importance for 

a reliable calculation of the H (eq. (3.2)) and LEp (eq. (3.11)), which depends on 

parameterization of roughness lengths for momentum (z0m) and heat (z0h) 
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transfer. The roughness length for momentum transport is calculated as a 

function of the time-varying GVF: 

0 0 ,min 0 ,max(1 )m norm m norm mz GVF z GVF z    
            (3.26) 

min

max min

norm

GVF GVF
GVF

GVF GVF





                                        (3.27) 

where z0m,min and z0m,max are prescribed based on land cover type. 

The Reynolds number (Re*) dependent formulation of the kB
-1

 (=ln (z0m/z0h)) 

concept proposed by Zilitinkevich (1995) is utilized to calculate the thermal 

roughness length (Chen et al. 1997) as follows: 

 0 0 *exp Reh m zilz z kC  
                                    (3.28) 

* * 0Re /mu z  
                                    (3.29) 

where  is the kinematic molecular viscosity (taken as 1.5×10
-5

 m
2 

s
-1

), and 

Czil is an empirical constant specified as 0.1 analogous to values derived from 

measurements over grassland (Chen et al. 1997). 

3.2 Surface water budget 

The surface water budget in the Noah LSM is calculated as follows for each 

time-step: 

, 0

, 0

a p

p p

P ET R ETW

t P ET R ET

    
 

                                     (3.30) 

where dW/dt is the change in water storage (m), P is the total precipitation 

(m), ETa is the actual evapotranspiration (m), ETp is the potential 

evapotranspiration (m), and R is the total runoff (m) all within a model time step. 

The second case in above equation (i.e., ETp ≤ 0) represents the condition when 

the dew forms. 

For the bare soil, ETa and dW/dt represent the direct evaporation from the top 

shallow soil layer and change of water storage in the soil column, respectively. 

Over vegetated areas, ETa is the sum of soil evaporation (Es), evaporation of 

precipitation intercepted by the canopy (Ec) and transpiration via canopy and 

roots (Et), and dW/dt represents both the changes in canopy intercepted water 

(Wc) and soil water storage (Ws). The calculations of soil water flow (i.e., soil 

water storage change) and runoff are provided below, while the estimations of 

ETa and ETp are given in Section 3.1.1. Additional information about the 
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computations of canopy intercepted water, ETa, as well as soil and canopy 

resistances can be found in Chen et al. (1996). 

3.2.1 Soil water flow 

The diffusivity form of Richards‘ equation is utilized by the Noah LSM for 

the simulation of soil water flow, which can be formulated as: 

 
 

( ) ( )
K

D S
t z z z

 
 

  
  

                              (3.31) 

where θ is the soil moisture content (m
3
 m

-3
), t is the time (s), D is the soil 

water diffusivity (m
2
 s

-1
), K is the hydraulic conductivity (m s

-1
), z is the soil 

depth (m), S represents sources and sinks (i.e., precipitation and 

evapotranspiration, m s
-1

). The first term on the right-hand side of eq. (3.31) 

defines the diffusive flow component driven by the vertical soil water potential 

(ψ) gradient. The second term characterizes the convective flow mechanism 

forced by gravity. Through the gravity induced convective flow, water is 

transported downwards, whereas the diffusive flow mechanism may also 

transport water downwards or upwards depending on the direction of the ψ 

gradient induced by the soil moisture profile. The latter ensures the ability to 

simulate capillary rise. The Noah soil model consists by default of a 2 m 

homogeneous soil column with four layers of 0.1, 0.3, 0.6 and 1.0 m with 

increasing thickness towards the bottom (see Figure 3.1). 

Time integration of eq. (3.31) is obtained via the implicit Crank-Nicolson 

finite difference scheme expressed for Richards‘ equation as: 
1 1 1 1 1

1 1 1 11 1
1 1

1 1

( )
n n n n n n

n n n ni i i i i i
i i i i i i i

i i i i

z D D K K z S
t z z z z

         
    

 

 

  
       

  
(3.32) 

where n and i represent the time and spatial step separately, Δz represents the 

depth of the soil layer (m), and z represents the position of the mid-point of the 

soil layer (m). Within Noah the implicit Crank-Nicolson finite difference 

scheme is solved using the tri-diagonal matrix algorithm. 

3.2.2 Soil hydraulic parameterization 

Both convective and diffusive flow mechanisms described in eq. (3.31) are 

parameterized by the transport coefficients, K and D, which depend both on the 

soil texture and soil moisture content. The ψ-θ, K-θ and D-θ relationships are 

parameterized as functions of soil texture by an empirical soil hydraulic scheme 

proposed by Campbell (1974): 
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                  (3.35) 

 s s s sD b K   
                 (3.36) 

where ψs is the soil water potential at air-entry (m), Ks is the saturated 

hydraulic conductivity (m s
-1

), θs is the porosity (m
3
 m

-3
), and b is an empirical 

parameter (-) related to the pore-size distribution of the soil matrix. The soil 

type specific hydraulic parameters (i.e., Ks, θs, ψs and b) are obtained in Noah 

from the class pedotransfer function (PTF) provided in Cosby et al. (1984). 

3.2.3 Root water uptake 

Root water uptake for evapotranspiration is the main sink term (S) of eq. 

(3.31) responsible for the redistribution of water across the soil column. Total 

transpiration (Et) is allocated to each soil layer according to an effective root 

fraction (re,i): 
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                     (3.41) 

where Δzi is the depth of the ith soil layer (m), nroot is the total number of 

root layers (-), θw is the soil moisture content at wilting point (m
3
 m

-3
), θc is the 

critical soil moisture content (m
3
 m

-3
) below which the simulated transpiration is 

reduced due to water stress, fsw,i and froot,i are the soil water stress and root 

fractions for the ith soil layer. Note that the root distribution is assumed to be 

vertically uniform with the depth as weighing factor (eq. (3.41)). Moreover, the 

root fraction is modified (frootm,i) to represent the water stress compensation 

mechanism (eq. (3.39)), which implicates that water stress in one part of the 
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root zone can be compensated by enhanced water uptake from other more moist 

parts (Li et al. 2001). In Noah, θc is defined at a drainage flux of 0.5 mm d
-1

 and 

wilting point θw is taken at ψ = -200 m. 

3.2.4 Surface runoff and drainage 

The surface runoff (Rs, in m) is generated when the effective precipitation 

(Px, in m) exceeds the infiltration capacity of soil column (Imax, in m) as in 

Schaake et al. (1996): 

maxs xR P I 
                    (3.42) 

 
 max

1 exp( )

1 exp( )

x d dt

x d dt

P W K t
I

P W K t

   


   
                     (3.43) 

where Wd is the total soil moisture deficit in the soil column (m), Kdt is an 

empirical constant and taken as 3.0 day
-1

, Δt is the model time step (s). For the 

bare soil, the effective precipitation is equal to the total precipitation (P), while 

it represents the excess precipitation after canopy interception over vegetated 

areas. 

Gravitational free drainage (Rb, in m) from the model bottom is formulated 

as: 

4( )bR slope K t  
                      (3.44) 

where slope is a slope index between 0 and 1 that depending on the grid 

slope derived from the digital elevation model, and K(θ4) is the hydraulic 

conductivity of the bottom soil layer (m s
-1

) that can be estimated by eq. (3.34). 

3.3 Freeze-thaw transitions 

To account for soil moisture phase change during freeze-thaw transitions, a 

source/sink term is added to the thermal diffusion equation (eq. (3.16)) as in 

Koren et al. (1999): 

( , ) ( , ) ice
s ice h ice ice f
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               (3.45) 

where ρice is the density of ice (kg m
-3

), Lf is the latent heat of fusion (J kg
-1

), 

θ is the total soil water content (m
3
 m

-3
), θice is the soil ice content (m

3
 m

-3
). The 

heat source/sink term is determined by the soil water phase equilibrium 

estimated using the water potential-freezing point depression equation as well as 

the available heat (Koren et al. 1999). The thermal parameterization (see 

Section 3.1.5) is modified to consider the effect of ice content as in Peters-

Lidard et al. (1998). 
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With the assumption that liquid water flow in the frozen soil is analogous to 

that in unfrozen soil, the diffusivity form of Richards‘ equation (eq. (3.31)) can 

be also adopted to estimate unfrozen or liquid soil water movement: 
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where θliq is the unfrozen/liquid soil water content (m
3
 m

-3
). 

The soil hydraulic scheme (see Section 3.2.2) is also modified for the frozen 

soil condition as: 
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                                                    (3.49) 

where fun is an empirical factor to avoid that the numerical truncation error 

affects the estimation of unfrozen water movement. 

The surface runoff over frozen soil includes the direct runoff from the 

impermeable frozen area (fimp, -) and the infiltration-excess runoff from the rest 

of the model grid (i.e., eqs. (3.42)-(3.43)) as: 
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The fraction of impermeable frozen area is approximated by a gamma 

distribution of soil ice content (Wice, m): 
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where α is a shape parameter of the gamma distribution and taken as 3 (-), 

and Wcr is the critical ice content above which the frozen ground is impermeable 

and is taken as 0.15 m. 

Gravitational free drainage (eq. (3.44)) is modified as: 
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,4( )b liqR slope K t  
                  (3.54) 

where K(θliq,4) is estimated by eq. (3.47) that considers only the unfrozen 

water. 

3.4 Model parameters 

Tables 3.1 and 3.2 lists respectively the soil specific hydraulic and thermal 

parameters (Sections 3.1.4 and 3.2.2) and predefined vegetation parameters 

(Sections 3.1.6 and 3.2.3) in Noah LSM that are relevant for soil and vegetation 

types adopted in this thesis. In addition, Table 3.3 lists the slope index for 

drainage calculation as in Sections 3.2.4 and 3.3. 

 

Table 3.1: Soil hydraulic and thermal parameters predefined in Noah LSM 

Class θs (m
3
 m

-3
) Ks (10

-6
 m s

-1
) ψs (m) b (-) qtz (-) 

Silt Loam 0.476 2.81 -0.759 5.33 0.25 

Sandy Loam 0.434 5.23 -0.141 4.74 0.60 

Loam 0.439 3.38 -0.355 5.25 0.40 

 

Table 3.2: Vegetation parameters predefined in Noah LSM 

Vegetation type nroot (-) z0m,min (m) z0m,max (m) 

Grassland 3 0.10 0.12 

Open Shrubland 3 0.01 0.06 

Cropland 3 0.05 0.15 

Bare land 1 0.01 0.01 

 

Table 3.3: Topographic parameters predefined in Noah LSM 

Slope Class 1 2 3 4 5 6 7 

Percent Slope (%) 0-8 8-30 > 30 0-30 0-8 & >30 ≥ 8 ≥ 0 

Slope Index (-) 0.1 0.5 1.0 0.35 0.55 0.8 0.63 
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Chapter 4 Assessment of roughness length 
schemes* 
 

4.1 Introduction 

Models of turbulent heat flux transfer between the land surface and 

atmosphere usually employ the bulk formulations based on the Monin-Obukhov 

similarity theory (MOST; Brutsaert 1998; Garratt 1994; Su et al. 2001). The 

MOST relates the turbulent sensible heat flux (H) to the gradient of the ground 

surface temperature (Tsfc) and the temperature in the atmospheric surface layer. 

To accurately calculate H by means of similarity theory, the roughness lengths 

for momentum (z0m) and heat (z0h) transfer must be determined (Su et al. 2001). 

Both parameters cannot be measured directly. Their values are ideally 

determined using the bulk transfer equations from wind and temperature profile 

measurements (Ma et al. 2002; Schaudt 1998; Sun 1999; Yang et al. 2003), 

and/or from single-level sonic anemometer measurements (Yaoming Ma et al. 

2008; Martano 2000; Sun 1999). The lack of profile and sonic anemometer data 

in many regions makes it, however, difficult to determine both parameters on a 

global scale. 

Many studies have been conducted to relate the momentum roughness length 

z0m to simple geometric characteristics of the surface, such as canopy height 

(Brutsaert 1982), leaf area index (LAI; Su 2002), normalized difference 

vegetation index (NDVI; Bastiaanssen et al. 1998), land cover (Wiernga 1993) 

and green vegetation fraction (GVF; Zheng et al. 2012). Meanwhile, the thermal 

roughness length z0h is usually converted from z0m by the factor kB
-1

 (kB
-1

=ln 

(z0m/z0h)). The parameterization of kB
-1

 has stimulated numerous theoretical and 

experimental investigations over past decades. See, for example, Brutsaert 

(1982), Su et al. (2001) and Yang et al. (2008) for detailed reviews on kB
-1

. 

Brutsaert (1982) showed that kB
-1

 can be parameterized by a combination of 

roughness Reynolds number (Re*) and vegetation parameters, such as LAI and 

canopy structure. Sun (1999) also found that kB
-1

 may vary diurnally over 

homogeneous grassland, and these diurnal variations are not uniquely related to 

Re*. Yang et al. (2008) further pointed out that kB
-1

 may be related to the type 

                                                           
*
This chapter is based on the paper: Zheng, D., R. van der Velde, Z. Su, M. J. Booij, 

A. Y. Hoekstra, and J. Wen, 2014: Assessment of Roughness Length Schemes 

Implemented within the Noah Land Surface Model for High-Altitude Regions. Journal 

of Hydrometeorology, 15, 921-937. 
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of flow and the diurnal variations can be more realistically parameterized by a 

combination of friction velocity (u*) and friction temperature (θ*). 

Even stronger diurnal patterns in kB
-1

 have been observed over the Tibetan 

Plateau. Since 1998, intensive field experiments and comprehensive 

observational networks have been and are being developed on the Tibetan 

Plateau (Koike 2004; Y. Ma et al. 2008; Xu et al. 2008), which have advanced 

our understanding on the diurnal kB
-1

 behavior over this high-altitude alpine 

area (Ma et al. 2002, 2008b; Wang and Ma 2011; Yang et al. 2003, 2008). Even 

though these studies have resulted in numerous improvements in the 

parameterization of kB
-1

, Chen et al. (2010) have recently shown that current 

land surface models (e.g., Noah LSM) still have difficulties with producing 

reliable daytime H and Tsfc simulations over arid and semiarid regions, such as 

the Tibetan Plateau. A successful modeling of the diurnal kB
-1

 variations is the 

key for improving the simulations of H and Tsfc as well as the overall model 

performance. 

The potential of improving the daytime H and Tsfc simulations over arid 

regions through a revision of the kB
-1

 scheme has previously been investigated 

by Zeng et al. (2012) for the Noah and Community Land Model (CLM). The 

performance of Noah‘s kB
-1

 scheme was enhanced by only modifying the 

empirical coefficient of the original scheme by Zilitinkevich (1995). Similar 

modifications to the original kB
-1

 scheme of Noah were proposed by Chen and 

Zhang (2009) and Zheng et al. (2012). For instance, Chen and Zhang (2009) 

implemented the Zilitinkevich‘s empirical coefficient (Czil) as a function of the 

canopy height, whereas Zheng et al. (2012) utilized the GVF for calculating kB
-1

. 

An alternative way towards improving the kB
-1

 calculation within Noah is the 

implementation of the scheme specific for z0h by Yang et al. (2008) as reported 

by Chen et al. (2010). 

The performance of these three newly developed kB
-1

 schemes for the Noah 

LSM has so far not been evaluated for different seasons across the Tibetan 

Plateau. Only, Chen et al. (2010) have investigated modeling results obtained 

with the z0h scheme by Yang et al. (2008) for two-month pre-monsoon episodes. 

Therefore, the performance of those kB
-1

 schemes is evaluated in this chapter for 

a Tibetan Plateau site in different seasons. A long-term dataset collected at the 

Maqu station (33.88
o
N, 102.15

o
E at an altitude of about 3430 m) from 20 May 

2009 to 17 May 2010 is used for this analysis. The dataset includes eddy-

covariance (EC) measurements and profile measurements of wind, air 

temperature and humidity. The bulk MOST formulation is used in combination 

with these micro-meteorological measurements to derive values for z0m, z0h and 
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kB
-1

. Subsequently, these z0m, z0h and kB
-1

 values are utilized together with the H 

measurements to assess the performance of the various z0m and z0h or kB
-1

 

schemes. Then, selected z0m and z0h schemes are implemented within the Noah 

LSM to evaluate their performance in simulating the surface energy balance and 

surface temperature. Finally, the impact of Tsfc calculation and energy-balance 

closure associated with measurement uncertainties on above assessment are 

discussed, and the selection of the appropriate z0h scheme for applications is 

addressed. 

4.2 Materials and methods 

A detailed description of the Maqu observational dataset utilized for this 

investigation is available in Chapter 2 of this thesis. The data used in this 

investigation have been collected at the micro-meteorological observation 

system from 20 May 2009 to 17 May 2010. The episodes with snow on the 

ground are excluded by using only the data records for which the observed 

albedo attains the value of a snow free surface. The soil starts freezing around 

the beginning of November, while the frozen ground totally thawed around the 

beginning of May. 

In the text below, several schemes of roughness lengths proposed for the 

Noah LSM are briefly introduced, and the methods to derive the values for z0m, 

z0h and kB
-1

 using the in-situ surface heat fluxes and profile data are described as 

well. Detailed descriptions of the bulk MOST equations and the Noah model 

physics associated with turbulent heat transfer can be found in Chapter 3 of this 

thesis (see Section 3.1). 

4.2.1 Parameterization of roughness lengths 

Four roughness length schemes that have previously been utilized within the 

Noah LSM (Chen and Zhang 2009; Chen et al. 1997; Chen et al. 2011; Zheng et 

al. 2012) are selected for this study, which are listed in Table 4.1. In the earlier 

version 2.7.1 of Noah (hereafter N2.7), the z0m is defined as a function of land 

cover (specified as 0.035 m for grassland and 0.011 m for bare soil), and the 

Reynolds number (Re*) dependent formulation of the kB
-1 

concept proposed by 

Zilitinkevich (1995) is implemented for the z0h calculation (see also eqs. (3.28)-

(3.29); Chen et al. 1997). In the latest version 3.4.1 of Noah (hereafter N3.4), 

seasonal values of z0m are calculated based on the green vegetation fraction 

(GVF, see also eqs. (3.26)-(3.27)), and the Zilitinkevich‘s formulation is also 

adopted to calculate the z0h. It should be noted that the Zilitinkevich‘s empirical 

coefficient (Czil) is also taken as 0.1 by default in Noah 3.4.1, whereas the 
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formulation proposed by Chen and Zhang (2009) calculating Czil as a function 

of canopy height via z0m is implemented as an alternative option. The expression 

of Chen and Zhang (2009) is derived from 12 AmeriFlux data sets collected 

over a variety of land covers and climate regimes and is proven superior than 

the default Czil constant, which is thus selected for the assessment. Similar 

modification has been proposed recently by Zheng et al. (2012) (hereafter Z12) 

to improve the cold bias in the daytime surface temperature (Tsfc) simulation 

over the arid western continental United States. Chen et al. (2010, 2011) 

reported on an alternative approach for improving the Noah‘s daytime Tsfc 

simulation through implementation of the specific scheme for z0h proposed by 

Yang et al. (2008) (hereafter Y08). 

Note that N2.7, N3.4 and Z12 have similar formulations for z0h with different 

methods to specify Czil. N2.7 utilizes a constant value (Czil=0.1), N3.4 defines it 

based on z0m (Czil=10
-0.4z0m/0.07

), and Z12 calculates it based on GVF [Czil=(1-

GVF)
2
×0.8]. Besides, both N3.4 and Z12 calculate the z0m using GVF, but 

different schemes are used: N3.4 interpolates the values of z0m linearly between 

a specified minimum (z0m,min, equal to bare soil z0m when GVF=0) and maximum 

(z0m,max, equal to fully vegetated z0m when GVF=1) z0m, while Z12 applies a 

quadric method to derive the effective momentum roughness length (z0m) from 

the fully vegetated (z0v) and bare soil (z0g) to consider the convergence of z0m in 

a model grid. The linear method in N3.4 and the quadric method in Z12 are 

similar as both obtain the GVF from satellite derived NDVI data (Hong et al. 

2009). The linear method tends to overestimate z0m in sparse vegetated areas, 

while this overestimation can be minimized using the quadric method. The 

parameterization of Y08 is specific for the z0h and does not depend on z0m, 

which is a combination of friction velocity (u*) and friction temperature (θ*). 
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Table 4.1: Four parameterizations of roughness lengths (m) selected for this 

study
*
 

Formulation 
Referenc

e/Source 

Abbr

eviati

on 

0 0.035 , 0.011mz for grassland and for bare soil

 

0 0 * * * 0exp( Re ), 0.1,Re /h m zil zil mz z kC C u z      

 

Chen et 

al. 

(1997)          

/ Noah 

2.7.1 

N2.7 

0 0 ,min 0 ,max(1 )m norm m norm mz GVF z GVF z      Chen and 

Zhang 

(2009) / 

Noah 

3.4.1 

N3.4 
0.4 0 / 0.07

0 0 *exp( Re ), 10 z m

h m zil zilz z kC C      

2 2

0 0 0exp{(1 ) ln( ) [1 (1 ) ] ln( )}m g vz GVF z GVF z      

 
Zheng et 

al. 

(2012) 

Z12 
2

0 0 * 0exp( / ), 0.8(1 )h m zil g zilz z kC u z C GVF     

 

0.250.5 2

0 * * * * *(70 / ) exp( 7.2 ), ( ) /( )h az u u u kgL      

 

Yang et 

al. 

(2008) 

Y08 

*The parameters in the formulations: k is the von Karman constant, GVFnorm is the 

normalized GVF, is the kinematic molecular viscosity, θa is the potential air 

temperature, g is the gravity acceleration, and L is the Obukhov length. Detailed 

descriptions of these parameters can be found in Chapter 3 (see Sections 3.1.1 and 

3.1.6). 
 

4.2.2 Estimation of roughness lengths 

Two methods (Sun 1999; Yang et al. 2008) are used in this study for 

estimation of monthly z0m values, from the profile measurements of wind (u), 

temperature (Ta) and humidity (RH) and single-level EC measurements of u, Ta, 

friction velocity (u*) and sensible heat flux (H) collected at Maqu station. 

Following Sun (1999), the monthly z0m is approximated from values derived 

from each 30-min observation interval with a linear least-square regression 

method (hereafter Sun99). The monthly z0m is following Yang et al. (2008) 
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taken as the values associated with the highest occurrence within the histogram 

derived from the individual 30-min samples (hereafter Yang08). A detailed 

description of both methods is provided in Appendix A.1 of this thesis. 

Given the obtained monthly z0m values derived using method either by 

Yang08 or from Sun99, the z0h or kB
-1

 is estimated through inversion of the bulk 

MOST equations (see eqs. (3.2)-(3.10)) using observed H (Hobs) for each 30-min 

observation interval by following: 1) assume z0h = z0m, 2) calculate H (Hcal) 

using eqs. (3.2)-(3.10), 3) adjust z0h according to the difference in surface 

exchange coefficient for heat transfer (Ch) if Hcal ≠ Hobs; 4) repeat step 2-3 until 

Hcal = Hobs; 5) calculate kB
-1

 as kB
-1 

= ln(z0m/z0h). For the 5-level wind speed and 

air temperature profile measurements and 1-level EC measurements, kB
-1 

is 

calculated for each level and their average is used in the analysis. 

Similarly, the kB
-1 

produced by the four z0h schemes listed in Table 4.1 is 

calculated using the following steps: 1) assume kB
-1 

= 0, 2) derive the value of 

z0h by z0h = z0m exp(kB
-1

), 3) use z0m and z0h to calculate u*, θ* and Hcal from eqs. 

(3.2)-(3.10), 4) use u* and θ* to calculate kB
-1

 from kB
-1

 = ln(z0m/z0h) according to 

each of the four z0h schemes; 5) repeat steps 2-4 until the cost function 

 
6

2

,

1

cal i obs

i

J H H


   is minimized. 

 

4.2.3 Specific settings for the assessment 

In order to assess the performance of the various roughness length schemes 

(shown in Table 4.1) for Maqu station in different seasons, three specific 

procedures are carried out step by step. Firstly, the monthly variations of z0m and 

diurnal variations of z0h are derived from the EC and profile measurements with 

the methods described in previous section (i.e., Section 4.2.2). Then these 

values are utilized to assess the skill of those z0h and z0m schemes in reproducing 

the observed z0h and z0m. Particularly, the comparison between the observed and 

the calculated kB
-1

 with the z0h schemes is carried out for three periods: i) 15 

December 2009 to 15 January 2010 (winter period) when soils are continuously 

frozen, ii) 8 April to 7 May 2010 (spring period) when soils are in transition 

from being frozen to thaw and iii) 1 to 30 September 2009 (monsoon period) 

when soils are completely thawed and vegetation is active. 

Secondly, the bulk MOST equations (see eqs. (3.2)-(3.10)) are used to assess 

the performance of various roughness length schemes in estimating H. 

Observed air temperature and relative humidity at 2.35 m as well as air pressure 

from the Planetary Boundary Layer (PBL) tower, and wind speed at 3.2 m from 
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the EC system, as well as Tsfc derived from the observed longwave radiations 

are used within the bulk MOST calculations. 

Finally, the selected z0m and z0h schemes are implemented within the Noah 

LSM to evaluate the turbulent sensible (H) and latent (LE) heat flux as well as 

Tsfc simulations against measurements. This study presently employs version 

3.4.1 of the Noah LSM (see Chapter 3), and the codes are revised to utilize the 

measured upward shortwave radiation. The model is forced by the 

meteorological measurements collected at the PBL tower, such as air 

temperature, relative humidity, wind speed, air pressure, downward and upward 

shortwave radiations, downward longwave radiation and precipitation. The 

vegetation type is prescribed as grassland at the Maqu station, and the soil type 

is set as silt loam based on Dente et al. (2012). The corresponding vegetation 

parameters (e.g., root depths) and soil hydraulic and thermal parameters are 

obtained from the default database of Noah. A monthly GVF database is used 

by Noah as default, which Gutman and Ignatov (1998) based on the 5 year 

(1985-1990) AVHRR NDVI data. Jiang et al. (2009) pointed out, however, that 

the GVF climatology cannot capture the real-time vegetation status. Therefore, 

the GVF data for Maqu station in this study has been derived from 2009-2010 

SPOT ten-daily synthesis NDVI products by following: 

m

m m

I

I I

in

ax in

NDVI NDV
GVF

NDV NDV





                                    (4.1) 

where NDVImin is minimum NDVI (or bare soil NDVI) and NDVImax is 

maximum NDVI (or full canopy NDVI). The values of NDVImin and NDVImax are 

specified as 0.8 and 0.1 respectively. A detailed description of the NDVI 

products and data-processing can be found in X. Chen et al. (2013). 
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4.3 Characteristic of roughness lengths 

4.3.1 Momentum roughness length 

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0.00

0.01

0.02

0.03

0.04

0.05

May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May

G
V

F
z 0

m
(m

)

Month

(a) observed z0m

Yang08

Sun99

GVF

0.00

0.01

0.02

0.03

0.04

0.05

May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May

z 0
m

(m
)

Month

(b) parameterization of z0m

Obs(Sun99)

N3.4

Z12

 
Figure 4.1: Comparison of the monthly variations of z0m derived (a) using 

methods from Yang08 and Sun99, and (b) from observations (Sun99) and two 

z0m schemes (N3.4 and Z12). 

 

Figure 4.1a shows the monthly variations of z0m obtained with methods from 

Yang08 and Sun99 respectively (see Section 4.2.2). It is noted that both 

methods produce similar monthly z0m values and the order of magnitude varies 

from 0.007 to 0.045 m. The monthly z0m increases from the pre-monsoon period 

(May to June) to the monsoon period (July to September) and reaches its peak 

in August, then drops from August to the cold season (November to April) 

achieving its minimum in March. The explanation for these seasonal variations 

can be that the surface is covered with sparse short grass over Maqu station 
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during the cold season, and it is partially covered with tall grass during the 

warm season (May to October). Since the z0m is related to the surface conditions 

and canopy heights, the dynamics of GVF and canopy heights will change the 

values of z0m as can be noted in Figure 4.1a. On the other hand, it is also well-

known that the z0m over smooth surfaces (e.g., plane and regular ice surface) is 

lower than bluff surfaces (e.g., grassland; Brutsaert 1982). Hence, it may also be 

expected that the z0m is lower throughout winters because soil water is typically 

frozen during the cold season as noted in Figure 4.1a from November till April. 

It is, therefore, suggested to include the vegetation dynamics and consider soil 

water state in the parameterization of z0m for seasonally frozen areas. 

Figure 4.1a also shows that the derived value of z0m for sparse short grass 

during the cold season (e.g., z0m=0.008 m in March by Sun99) is comparable to 

the one prescribed in N2.7 for bare soil (z0m=0.011 m in Table 4.1). The value 

for tall grass with dense GVF during the warm season (e.g., z0m=0.041 m in 

August by Sun99) is somewhat higher than the one prescribed in N2.7 for 

grassland (z0m=0.035 m). The values of z0m calculated by N3.4 and Z12 z0m 

schemes are shown in Figure 4.1b. For this study, the values for z0m,min and 

z0m,max of the N3.4 scheme are set to 0.008 m and 0.041 m respectively, and the 

values for z0g and z0v in Z12 are taken as 0.008 m and 0.041 m respectively. 

Figure 4.1b illustrates that both N3.4 and Z12 produce similar values and 

capture the trend of z0m derived from the measurements (in this case following 

Sun99) reasonable well. Both schemes largely depend on the GVF dynamics. 

However, the linear method adopted in N3.4 produces higher z0m for tall grass 

with dense GVF and lower z0m for sparse short grass than the quadric method 

used in Z12. 
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4.3.2 Thermal roughness length or kB-1 
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Figure 4.2: Comparison of the average composite diurnal variations between the 

observed kB
-1

 and four kB
-1

 schemes (Y08, N2.7, N3.4, and Z12) during the (a) 

winter, (b) spring, and (c) monsoon periods. 
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Figure 4.2 shows the average composite diurnal variations of observed kB
-1

 

derived from the EC and profile measurements for Maqu station for three 

typical periods: a winter (15 December 2009 to 15 January 2010), a spring (8 

April to 7 May 2010) and a monsoon period (1 to 30 September 2009). The 

observed kB
-1

 exhibits apparent diurnal variations for each period, and negative 

values of kB
-1

 occur during the night particularly in the winter period (Figure 

4.2a). Verhoef et al. (1997) have also reported negative kB
-1

 values for a nearly 

aerodynamically smooth bare-soil surface. Ice exists when the ground surface is 

frozen during the winter period, and the surface during this period can be 

considered as aerodynamically smooth, which explains the negative kB
-1 

values. 

Yang et al. (2008) found that negative values of kB
-1

 are also often observed for 

aerodynamically rough surfaces, which may be attributed to heat transfer by 

inactive (nonlocal) eddies in the outer layer. 

Figure 4.2 also compares the average composite diurnal variations of the 

observed kB
-1

 with the values calculated by four kB
-1

schemes. It shows that the 

kB
-1

 schemes except N2.7 can reproduce the diurnal variations well during the 

winter period (Figure 4.2a). Both N3.4 and Z12 schemes produce comparable 

results, which indicate that the performance of N2.7 can be improved by 

increasing the value of Czil. Similar results have also been reported by Zeng et al. 

(2012) for arid regions. They recommended Czil=0.9. Both N3.4 and Y08 can 

capture the diurnal variations for the spring and monsoon periods (Figures 4.2b 

and 4.2c), whereas the variations produced by Z12 and N2.7 are very small. The 

reason for this is that the value of Czil calculated by Z12 depends on the 

seasonally variable GVF, and the value of GVF during the spring (GVF=0.35 in 

April) or monsoon (GVF=0.73 in September) period is higher than the one 

during the winter period (GVF<0.2 between December and March). As such, 

the value of Czil calculated by Z12 for the spring (Czil≈0.32 in April) or monsoon 

(Czil≈0.06 in September) period decreases sharply as compared to winter period 

(Czil≈0.72 in January). N3.4 produces a comparable value of Czil as Z12 for the 

winter period (Czil≈0.87 when z0m=0.01 m), but it tends to produce a higher 

value of Czil for the spring and monsoon periods (Czil≈0.63 when z0m=0.035 m). 

This indicates that a relatively higher value of Czil is recommended for the 

spring and monsoon periods when there is also a higher GVF. 

Overall, Y08 and N3.4 perform better than other schemes, while Y08 

produces a more distinct diurnal cycle and agrees better with the observed kB
-1

, 

which is attributed to the use of the θ* within the parameterization of z0h (Yang 

et al. 2008). In addition, all the roughness length schemes tend to produce a 

better agreement with the observed kB
-1

 during the day than during the night. 
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4.4 Calculation of sensible heat flux based on MOST 

4.4.1 Assessment of thermal roughness length schemes 
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Figure 4.3: As in Figure 4.2, but for sensible heat flux (H). 
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Given the observed z0m values (shown in Figure 4.1), the four z0h schemes are 

utilized for estimating the sensible heat flux (H) from the bulk MOST equations 

(see eqs. (3.2)-(3.10)) with the measured surface temperature (Tsfc) as input. 

Figure 4.3 compares the average composite diurnal variations of the measured 

H and the calculations for the three periods. Overall, both N3.4 and Y08 

schemes result in better agreements with the measured H than others during 

daytime. The poorer performance of N2.7 and Z12 schemes is caused by the 

much lower heat transfer resistances produced during the day due to the lower 

Czil value, which is the key towards improving the H simulation. 

Figure 4.3 shows further that the measured H is higher during the winter and 

spring periods (Figures 4.3a and 4.3b) than during the monsoon period (Figure 

4.3c). The explanation for this seasonal variation is that the sensible heat flux is 

the dominant component of the surface energy budget before the onset of 

monsoon (about the end of May to the middle of June), because conditions (e.g., 

soil moisture and temperature) for the production of latent heat are not favorable 

during those periods. After the onset of monsoon, the temperature and the 

available soil moisture content doubles the latent heat production with respect to 

the sensible heat, while the net radiation remains at the same level due to more 

cloud cover. 

 

Table 4.2: Determination coefficient (R
2
), mean error (ME) and root mean 

square error (RMSE) computed between observed H (W m
-2

) and simulations 

derived by four z0h schemes for the three typical periods 

z0h 

winter period spring period monsoon period 

R
2
 ME 

RMS

E 
R

2
 ME 

RMS

E 
R

2
 ME RMSE 

N2.7 0.90 38.4 95.7 0.93 65.24 141 0.91 54.7 123.1 

N3.4 0.92 2.97 19.3 0.94 10.99 34.9 0.91 4.05 21.9 

Z12 0.92 8.07 27.0 0.93 41.56 93.1 0.91 67.8 151.1 

Y08 0.93 3.80 24.0 0.94 10.79 34.4 0.91 8.23 30.7 

 

Table 4.2 provides the error statistics, such as coefficient of determination 

(R
2
),  mean error (ME) and root mean squared error (RMSE), computed 

between the observed and simulated H, which also indicates that N3.4 and Y08 

perform better for all three periods, while Z12 performs better than N2.7 only 

during the winter period. Therefore, the simulation of H by the original 

Zilitinkevich‘s z0h scheme implemented in N2.7 can be improved by all three 
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newly developed z0h schemes (i.e., N3.4, Z12 and Y08) at least during the 

winter period. It should, however, be noted that for the spring and monsoon 

periods with higher GVF (GVF>0.35), only N3.4 and Y08 produce better results 

than N2.7. The N3.4 and Y08 schemes will, therefore, be used for further 

analysis. 

4.4.2 Assessment of momentum roughness length schemes 

The monthly z0m variations shown in Section 4.3.1 were attributed to 

vegetation dynamics and soil water state in seasonally frozen ground. Section 

4.3.1 also showed that the current z0m schemes (e.g., N3.4 and Z12 shown in 

Table 4.1) can reproduce comparable z0m values and capture these z0m dynamics. 

Therefore, the performance of three z0m schemes in simulating H is assessed: 

N2.7, N3.4 and Z12. In N2.7, the values of z0m are specified as 0.035 m for the 

warm season (May to October) and 0.011 m for the cold season (November to 

April), and the settings of N3.4 and Z12 were previously introduced in Section 

4.3.1. N3.4 and Y08 z0h schemes are combined with these three z0m schemes to 

investigate the better combination of z0h and z0m parameterizations. 

 

Table 4.3: Comparative statistics between observed H and simulations using 

three z0m schemes for warm season and cold season respectively 

z0m z0h 

warm season cold season 

R
2
 

ME  

(W m
-2

) 

RMSE  

(W m
-2

) 
R

2
 

ME  

(W m
-2

) 

RMSE  

(W m
-2

) 

N2.7 
N3.4 0.89 4.92 32.8 0.92 8.23 38.9 

Y08 0.89 10.02 42.5 0.93 10.67 45.5 

N3.4 
N3.4 0.89 5.17 33.5 0.92 8.35 39.1 

Y08 0.89 10.17 42.9 0.93 11.27 43.4 

Z12 
N3.4 0.89 5.08 33.3 0.92 8.33 39.1 

Y08 0.89 10.11 42.8 0.93 11.40 47.6 

 

Table 4.3 gives the error statistics (i.e., R
2
, ME and RMSE) between the 

observed and simulated H for the warm season (May to October) and cold 

season (November to April). Clearly, different z0m schemes produce minor 

differences in simulating H, and the simulations are highly sensitive to the z0h 

schemes and much less sensitive to the z0m schemes. 

In summary, the simulation of H is much more sensitive to the z0h schemes 

than the z0m schemes, and N3.4 and Y08 z0h schemes perform better than other 
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schemes. Those newly developed z0h schemes all provide better agreements with 

the measurements than the original N2.7 during the winter period with sparse 

GVF (GVF<0.2 between December and March). However, only N3.4 and Y08 

z0h schemes perform better during the monsoon period with much higher GVF 

(GVF>0.70 between June and September). 

4.5 Implementation of Noah LSM 
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Figure 4.4: Comparison of the average composite diurnal variations during the 

monsoon period between observations and the simulations derived by the Noah 

LSM using three z0h schemes (Y08, N2.7, and N3.4) of: (a) sensible heat flux, (b) 

latent heat flux, (c) surface soil heat flux, and (d) surface temperature. 

 

As shown in Section 4.4, the simulation of H is much more sensitive to the 

choice of the z0h scheme than z0m scheme, and N3.4 and Y08 z0h schemes 

perform consistently better than other schemes. Therefore, both N3.4 and Y08 

z0h schemes are implemented within the Noah LSM to evaluate their 

performance in simulating the surface energy balance and soil temperature in 

comparison to the N2.7. The evaluation is carried out for the monsoon period (1 

to 30 September 2009), and the codes of Noah 3.4.1 are further revised to utilize 
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the measured (liquid) soil moisture to prevent uncertainties associated with the 

soil water flow simulations from affecting the assessment. 

Figure 4.4 compares the measured and simulated composite diurnal 

variations of heat fluxes and surface temperature (Tsfc) obtained using the three 

z0h schemes. It shows that the original Zilitinkevich‘s z0h scheme implemented 

in N2.7 strongly overestimates both measured turbulent sensible (H) and latent 

(LE) heat fluxes (Figures 4.4a and 4.4b), which leads to less energy available 

for heating the surface and transporting to the deeper soil layers (Figure 4.4c). 

As a consequence, the Tsfc (Figure 4.4d) is strongly underestimated. Such 

overestimation of H and LE by the original Zilitinkevich‘s z0h scheme can be 

significantly improved by implementing the N3.4 or Y08 z0h scheme. Indeed, 

more realistic heat flux and surface temperature simulations are produced with 

both schemes. 

Figure 4.4 shows also that the major difference between the measurements 

and simulations occurs during daytime. Table 4.4 gives the error statistics 

between the measured heat fluxes (H and LE) and Tsfc and the Noah simulations 

during the daytime (0900-1800 local time). Clearly, the simulations with the 

original Zilitinkevich‘s z0h scheme in N2.7 are significantly improved by 

implementing the N3.4 or Y08 z0h scheme. The RMSE between measured and 

simulated H, LE and Tsfc are reduced respectively by about 28, 29 and 61 % 

using the N3.4 or Y08 z0h scheme as compared to the N2.7, and the absolute ME 

are reduced by 29, 79, and 75 % respectively. 

 

Table 4.4: Comparative statistics between observed and simulated daytime 

(0900-1800 LT) heat fluxes and surface temperature with Noah LSM obtained 

using three z0h schemes for the monsoon period 

z0h 
H (W m

-2
) LE (W m

-2
) Tsfc (K) 

RMSE ME RMSE ME RMSE ME 

N2.7 51.96 35.69 56.43 23.91 4.18 -3.05 

N3.4 37.27 25.08 39.61 -6.94 1.83 1.08 

Y08 38.32 25.97 40.63 -4.90 1.62 0.76 

 

4.6 Discussion 

4.6.1 Ground surface temperature uncertainty and its impact 

In Section 4.4, the bulk MOST equations (see eqs. (3.2)-(3.10) in Chapter 3) 

are used to assess the performance of various roughness length schemes in 
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estimating sensible heat flux (H), within which the ground surface temperature 

(Tsfc) is computed from measured longwave radiations (see eq. (2.1) in Chapter 

2). Therefore, the uncertainty of ground-based longwave radiation 

measurements will affect the Tsfc and H estimates. The sensitivity of Tsfc and H 

to measurement uncertainties is tested by artificially adding 1, 2 and 4 % error 

to the longwave radiation during the daytime (0900-1800 local time), which 

corresponds to measurements with low, medium and high uncertainty according 

to Philipona et al. (2001) and Kohsiek et al. (2007). 
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Figure 4.5: Average composite diurnal variations of sensible heat flux for the 

monsoon period from measurements and simulations using the MOST equations 

with (a) N2.7 and (b) N3.4 z0h schemes with uncertainty levels imposed on 

longwave radiations of 0, -1, -2 and -4 %. 
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The monsoon period (1 to 30 September 2009) is taken as an example for the 

sensitivity test and the three error levels results in a Tsfc uncertainty of 0.29 K, 

0.59 K and 1.18 K during the daytime, respectively. The bulk MOST equations 

are then used in combination with these Tsfc values to calculate H. Figure 4.5 

shows the average composite diurnal variations of the measured H and the 

calculations using N2.7 and N3.4 z0h schemes. The plot illustrates that 4 % 

decrease in the longwave radiation reduces the H calculated at midday with 

N2.7 and N3.4 by 100 and 30 W m
-2

, respectively. Nevertheless, the N2.7 

computed H severely overestimates measurements (Figure 4.5a), while the 

measurements fall within the ensemble of N3.4 H computations (Figure 4.5b). 

This is consistent with those findings in Section 4.4. 

4.6.2 Energy-balance closure and its impact 
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Figure 4.6: A plot of the quantity H+LE versus Rn-G0 showing energy balance 

closure of the surface fluxes over Maqu station during the monsoon period. 

 

A well-known problem with surface heat flux measurements is the energy-

balance closure (Foken 2008; Massman and Lee 2002; Wilson et al. 2002), 

which is particularly noticeable over the Tibetan Plateau (Tanaka et al. 2003; K. 

Yang et al. 2004). That is, the available energy, defined as the sum of net 

radiation (Rn) and ground heat flux (G0), is larger than the sum of turbulent 

fluxes of sensible (H) and latent (LE) heat. In most of the surface heat flux 

experiments, the error in the energy budget is less than 20 % (Foken 2008). 

Figure 4.6 shows the sum of turbulent heat fluxes plotted against the available 

energy for part of the monsoon (1 to 30 September 2009), where G0 is 
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calculated with the Noah LSM using N3.4 z0h scheme. The closure ratio is high 

with a value of around 0.88 as shown in Figure 4.6. 

Resolving the energy-balance closure issue is beyond the scope of this study, 

and a detailed review of this problem can be found in Twine et al. (2000) and 

Foken (2008). However, the use of surface flux data to validate the land surface 

model requires that conservation of energy is satisfied, and the measured energy 

budget should be closed by some method (Twine et al. 2000). Twine et al. 

(2000) suggested that the closure can be most reasonably forced by assuming 

that the measured available energy (Rn - G0) is representative of the area, and 

thus the measured turbulent fluxes (H + LE) should be adjusted. The ‗Bowen-

ratio closure‘ method is used in this study, which assumes that the Bowen-ratio 

is correctly measured by the EC system, so that the individual value of H or LE 

can be adjusted (Twine et al. 2000): 

cor

H
H H res

H LE
  

             (4.2) 

cor

LE
LE LE res

H LE
  

               (4.3) 

0( ) ( )nres R G H LE   
                (4.4) 

To test the impact of the closure of the energy budget on the aforementioned 

assessment of roughness length schemes, the corrected sensible heat flux (Hcor) 

and latent heat flux (LEcor) are used in combination with the Noah LSM and the 

other micro-meteorological measurements to evaluate the impact of 

measurement uncertainty on the assessment of various z0h or kB
-1

 schemes. 

Figure 4.7a shows the average composite diurnal variations of observed kB
-1

 

derived from the original and corrected sensible heat flux, while the values 

calculated by the four kB
-1

schemes with Hcor are also shown. Figures 4.7b and 

4.7c compare the simulated H and LE by Noah LSM using the four z0h schemes 

with the original and corrected turbulent heat flux observations. Consistent with 

the previous findings, N3.4 and Y08 agree better with the corrected kB
-1

 (Figure 

4.7a) and Hcor observations (Figure 4.7b) than N2.7 and Z12. However, it can be 

found that N3.4 and Y08 underestimate LE and perform poorer than N2.7 and 

Z12 when compared with LEcor (Figure 4.7c). 
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Figure 4.7: Comparison of the average composite diurnal variations of (a) kB

-1
, 

(b) sensible heat flux and (c) latent heat flux between the original observations 

(obs), corrected observations (obscor), and the simulations derived from the 

corrected observations using four z0h schemes (Y08, N2.7, N3.4, and Z12) 

during the monsoon period. 
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Although the comparison with LEcor suggests that N2.7 and Z12 perform 

better than N3.4 and Y08, it should be noted that N2.7 and Z12 more severely 

overestimate the Hcor (Figure 4.7b) and underestimate the Tsfc (Figure 4.4d). The 

LEcor underestimation by N3.4 and Y08 can be explained by the vegetation 

parameters prescribed in the Noah LSM. Indeed, van der Velde et al. (2009) 

have shown that, for Naqu station on the central Tibetan Plateau, a LE 

underestimation can be mitigated via calibration of the minimum stomatal 

resistance and the optimum temperature for transpiration. However, the 

objective of this study is to analyze the impact of roughness length schemes in 

simulating heat fluxes and not to address the problem of LE simulation in detail. 

As such, it can be concluded that the assessments related to kB
-1

, H and surface 

temperature in previous sections are still valid if the measured energy budget is 

forced to be closed. 

4.6.3 Choice of z0h scheme 

As seen in the previous sections, diurnal variations of z0h are observed over 

Maqu station in different seasons, and a successful modeling of the variations is 

important for reliable H and Tsfc simulations as well as the overall model 

performance. The original Zilitinkevich‘s z0h scheme in the Noah LSM (N2.7) 

cannot reproduce these diurnal variations, which can be enhanced by modifying 

the empirical coefficient Czil. Zheng et al. (2012) and Zeng et al. (2012) 

suggested to use a range of values around 0.9 for Czil together with explicit 

consideration of the GVF (Z12). This modification performs satisfactorily over 

the surface covered with sparse GVF, but it is inadequate for surfaces covered 

with dense GVF. Alternatively, the vegetation-type dependent formulation for 

Czil from Chen and Zhang (2009) calculates Czil as a function of the canopy 

height or z0m (N3.4). This scheme performs consistently well for the surface 

with different GVF values in different seasons in this study, which has also been 

demonstrated with AmeriFlux data from a wide range of land covers and 

climate regimes (Chen and Zhang, 2009). 

The z0h scheme of Yang et al. (2008, Y08) is not associated with a specific 

z0m scheme and also performs consistently well in the aforementioned 

assessment under different surface conditions. Chen et al. (2010, 2011) have 

found similar results over low vegetation and bare surfaces (e.g., alpine steppe, 

grassland and deserts), but they also reported on a poor performance over 

densely vegetated surfaces (e.g., forest and shrubland). As such, Zeng et al. 

(2012) argued that it is unclear how this scheme should be used over grid cells 

with different GVF values. Chen et al. (2011) suggested to resolve this issue via 



Assessment of roughness length schemes 

58 

combination of the schemes for bare soils and vegetated surfaces by taking their 

areal fraction into consideration, such as the kB
-1 

scheme implemented in the 

Surface Energy Balance System (SEBS, Su 2002). Recently, X. Chen et al. 

(2013) have replaced the soil part of the kB
-1 

scheme in SEBS with the z0h 

scheme of Yang et al. (2008). The new scheme gave better performance than 

the original one over the Tibetan Plateau. However, additional validation is 

needed over other regions before it can be applied globally. 

4.7 Conclusions 

In this study, the performance of various recently developed 

parameterizations of roughness lengths for the Noah land surface model, as well 

as their effectiveness in simulating the surface heat flux transfer and land 

surface temperature (Tsfc) is investigated for different seasons in the source 

region of the Yellow River (SRYR) on the Tibetan Plateau. The major findings 

are as follows: 

1) Monthly variations of momentum roughness length (z0m) are found, which 

can be attributed to vegetation dynamics as well as to freeze-thaw processes, 

and current z0m schemes can reproduce the observed z0m and sensible heat flux 

(H) satisfactorily. 

2) Diurnal variations of thermal roughness length (z0h) are found for surfaces 

covered with different green vegetation fractions (GVFs) in different seasons, 

and Noah‘s original z0h scheme by Zilitinkevich (1995) cannot reproduce the 

diurnal variations. 

3) The simulation of H is much more sensitive to the z0h scheme than the z0m 

scheme, and the performance of Noah‘s original z0h scheme in reproducing the 

diurnal variations of observed z0h and H can be enhanced by modifying 

Zilitinkevich‘s empirical coefficient (Czil). For instance, Czil is related to the 

canopy height or z0m by Chen and Zhang (2009), and it is calculated based on 

the GVF by Zheng et al. (2012). An alternative way is to use the z0h scheme by 

Yang et al. (2008). 

4) These newly developed z0h schemes all produce better agreements with 

the measurements than the original one at least over the surfaces with sparse 

vegetation during the winter period. However, it should be noted that for the 

surfaces with dense vegetation during the spring and monsoon periods, not all 

newly developed schemes perform consistently better than the original one.  

5) The Noah land surface model originally using the Zilitinkevich‘s z0h 

scheme significantly overestimates H and LE, and underestimates Tsfc, and the 
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biases can be improved by about 29, 79, and 75 % respectively through 

implementing the most promising parameterization of roughness lengths. 

Although the energy-balance closure issue of surface flux measurements has 

not been resolved in this study, it is shown that the above findings related to kB
-

1
, H and surface temperature are still valid if the measured energy budget is 

forced to be closed with the ‗Bowen-ratio closure‘ method as in Twine et al. 

(2000). The z0h scheme proposed by Chen and Zhang (2009) is suggested for 

further applications, due to its consistent performance over various surface 

conditions and in different seasons, that is, land cover and climate regimes. 

Another potential way is to integrate the z0h scheme by Yang et al. (2008) for 

bare surfaces, into an existing  kB
-1

 (kB
-1

=ln (z0m/z0h)) scheme that combines the 

schemes for bare soils and vegetated surfaces by taking their areal fractions into 

consideration, such as the work by X. Chen et al. (2013). 
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Chapter 5 Augmentations to the turbulent 
and soil heat transport simulation* 
 

5.1 Introduction 

Exchanges of energy and mass at the land-atmosphere interface play an 

important role in weather and climate dynamics. Climatic studies have 

demonstrated that an accurate quantification of these exchanges by atmospheric 

general circulation models (AGCMs) is crucial to arrive at the bottom boundary 

states needed for reliable weather forecast across various time scales (e.g., 

Beljaars and Holtslag 1991; Koster et al. 2004; Seneviratne et al. 2006). The 

soil temperature directly affects exchange of energy near the land surface as the 

upward longwave radiation, sensible and ground heat fluxes depend on it (e.g., 

Godfrey and Stensrud 2008; Mahanama et al. 2008). Although significant 

progress has been made by the land surface community to improve the 

modeling of surface heat fluxes and soil temperature (e.g., Koster et al. 2006; 

Niu et al. 2011; Sellers et al. 1997), there is still a great challenge to find ways 

to further reduce uncertainties and strive for consistency between model results 

and observations (Decker et al. 2011; Dirmeyer et al. 2006; Jiménez et al. 2011; 

Xia et al. 2012a). 

Land-atmosphere exchanges on the Tibetan Plateau exert a profound impact 

on the atmospheric circulation in the Northern Hemisphere and specifically the 

evolution of the Asian monsoon (Sato and Kimura 2007; Wu and Zhang 1998; 

Zhou et al. 2009). Various field campaigns and monitoring programs have been 

conducted in the past (e.g., CAMP-Tibet; Koike 2004) and are ongoing (e.g., 

Tibet-Obs; Su et al. 2011) on the Tibetan Plateau, which have advanced our 

understanding of the prevailing hydro-meteorological processes in this high-

altitude alpine region and resulted in numerous improvements in modeling the 

energy transport through the soil column as well as between the land and 

atmosphere. For instance, previous studies have found that i) the daytime land 

surface temperature (Tsfc) and sensible heat flux (H) are respectively 

underestimated and overestimated by model simulations (e.g., Chen et al. 2011; 

                                                           
*
This chapter is based on the paper: Zheng, D., R. van der Velde, Z. Su, X. Wang, J. 

Wen, M. J. Booij, A. Y. Hoekstra, and Y. Chen, 2015: Augmentations to the Noah 

model physics for application to the Yellow River source area: Part II. Turbulent heat 

fluxes and soil heat transport. Journal of Hydrometeorology, doi: 10.1175/JHM-D-14-

0199.1. 
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Zheng et al. 2014), ii) the nighttime Tsfc simulation is unrealistic under stable 

atmospheric stratification condition (e.g., Zeng et al. 2012), and iii) the 

simulated heat transfer through the soil column is too weak to be able to 

reproduce the temperature variability measured in the deep soil, and the 

partitioning of  the sensible and latent heat (LE) fluxes is biased (van der Velde 

et al. 2009). 

A possible solution from these previous studies for amelioration of the 

daytime Tsfc and H simulations is to improve the parameterization of the 

diurnally varying roughness length for heat transport (z0h), which has notably 

little impact on the nighttime Tsfc simulation. Zeng et al. (2012) suggested to 

improve the nighttime Tsfc simulation by constraining the ground heat flux (G0) 

as the sensible and ground heat fluxes are complementary over bare soil, but 

one can question its validity for vegetation sites. van der Velde et al. (2009) 

showed that the simulation of turbulent heat fluxes and soil heat flow can be 

improved by making a distinction between the soil thermal properties of the 

upper and deep soil layers and by calibrating the soil and vegetation parameters. 

However, they arrived at unrealistically high values for the volumetric quartz 

fraction for the soil matrix to increase the heat conductance through the soil 

column. This is inconsistent with the findings of Yang et al. (2005) that the 

existence of dense vegetation roots and abundance of organic matter in the 

topsoil may significantly reduce thermal conductivity. Although Chen et al. 

(2012) have started to investigate the stratification of soil thermal properties 

induced by organic matter, the effects of the vertical heterogeneity on 

simulating heat fluxes and soil temperature profiles remain unknown. 

Therefore, this study seeks to further improve a state-of-the-art Noah land 

surface model (LSM, Ek et al. 2003) in its ability to reproduce turbulent heat 

fluxes and soil temperature profiles measured in the high-elevation Source 

Region of the Yellow River (SRYR) on the Tibetan Plateau. A comprehensive 

dataset that includes in-situ micro-meteorological and soil moisture/temperature 

profile measurements, as well as soil properties characterized in the laboratory, 

is utilized here to assess the suitability of default model parameterizations and 

model augmentations. Four augmentations are made: i) the muting effect of 

vegetation on the heat conductivity (κh) is removed for heat transport from the 

first soil layer towards the second layer, ii) the exponential decay factor (βveg) 

imposed on κh is calculated using the ratio of the leaf area index (LAI) over the 

green vegetation fraction (GVF), iii) Zilitinkevich‘s empirical coefficient (Czil) 

for the turbulent heat transport is computed as a function of the momentum 
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roughness length (z0m), and iv) the impact of organic matter is considered in the 

parameterization of the thermal heat properties. 

This Chapter is outlined as follows: Section 5.2 introduces the in-situ dataset 

and describes the augmentations made to the Noah model structure aimed at 

improving the turbulent and soil heat transport processes. Section 5.3 presents 

the comparison of laboratory soil thermal property measurements with estimates 

computed using the newly developed parameterization that accommodates for 

the effect of organic matter. Section 5.4 reports on the performance of Noah in 

simulating turbulent heat fluxes and soil temperature in its default configuration 

as well as with augmentations. Section 5.5 provides a discussion on the 

simulation of nighttime Tsfc, presents Noah simulations whereby both soil 

moisture and heat flow processes are considered dynamically, and reports on the 

model performance in case when adopting very high organic matter contents. 

Finally, in Section 5.6 conclusions are drawn. 

5.2 Materials and methods 

A detailed description of the Maqu observational dataset utilized for this 

investigation is available in Chapter 2 of this thesis. Two soil moisture and soil 

temperature (SMST) monitoring stations (CST01 and NST01) are situated in 

the vicinity of the Maqu micro-meteorological observing system and are used 

for the presented analyses. The time period under investigation covers the 

majority of the monsoon season starting on 8 June 2010 and ending 30 

September 2010. This episode is selected to avoid the impact of the cold season 

(e.g., snowpack and frozen soil) on the assessment of Noah‘s turbulent and soil 

heat transport model physics. 

In the text below, the augmentations made to the Noah model physics aimed 

at improving the turbulent and soil heat transport processes are introduced. 

Detailed descriptions of the default Noah model physics associated with 

turbulent heat transfer and soil heat flow can be found in Chapter 3 of this thesis 

(see Section 3.1). Unless stated otherwise, a modified version of the default 

model is utilized here that is capable of ingesting the measured upward 

shortwave radiation and soil moisture to avoid that those uncertainties affect the 

performance in simulating the turbulent heat fluxes and soil heat transport as in 

Chapter 4 of this thesis (Zheng et al. 2014). 

5.2.1 Vegetation effect on heat transport through soil 

Recently, van der Velde et al. (2009), Rosero et al. (2010), and Niu et al. 

(2011) have reported on the underestimation of the heat conductance through 
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the soil column using the Noah LSM for vegetation areas. Rosero et al. (2010) 

pointed out that the value for the exponential decay factor (βveg, see eq. (3.24)) 

may be too high, which unrealistically reduces the values for surface (κh0) and 

first soil layer (κh1) heat conductivities as well as the simulation of G0 and the 

heat transport from/towards the second soil layer. The G0 calculations can be 

improved by lowering the βveg from 2.0 to 1.0 for grassland as Rosero et al. 

(2010) suggested, but this does not resolve the poor heat conductance towards 

the deep soil. In fact, the impact of vegetation on the heat conductance from the 

first to the second soil layer is questionable. It is, therefore, suggested to 

parameterize κh0 and κh1 independent from each other whereby the exponential 

decay of heat conductivity (κh) as a function of the GVF is only imposed on κh0 

as given in eq. (3.24) whereas it is ignored for κh1 by changing eq. (3.25) as: 

( )hi h i  
        (5.1) 

where i is the soil layer, θ is the soil moisture content (m
3
 m

-3
), κhi is the heat 

conductivity of each soil layer adopted by heat diffusion equation (see eq. 

(3.16)), and κh(θi) can be calculated using eq. (3.18). 

The investigation by Rosero et al. (2010) indicates that a lower value for βveg 

is needed. Other LSMs reduce the surface heat flux, instead of the heat 

conductivity, as a function of the vegetation cover. Early versions of the 

Variable Infiltration Capacity (VIC) model (Liang et al. 1999; Peters-Lidard et 

al. 1997) adopted for instance: 

0 0, exp( 0.5 )bsG G LAI 
         (5.2) 

where G0,bs is the surface heat flux under bare soil (W m
-2

) and LAI is the 

leaf area index (m
2
 m

-2
). From this the following expression for βveg can be 

derived through combination with eqs. (3.13) and (3.24): 

0.5 , 0

0 , 0
veg

LAI GVF GVF

GVF


 
 

            (5.3) 

The GVF and LAI are here deduced from the 10 daily synthesis NDVI 

(Normalized Difference Vegetation Index) product from the Satellite Pour 

l‘Observation de la Terre (SPOT) observations as given in Zheng et al. (2014) 

and X. Chen et al. (2013). 

5.2.2 Czil parameterization 

The surface exchange coefficient for heat (Ch) is another source of 

uncertainty that can be responsible for the overestimation of the sensible heat 

flux (H) and underestimation of surface temperature (Tsfc) during daytime by the 
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Noah LSM as has been reported in Chen et al. (2011), Niu et al. (2011) and 

Zeng et al. (2012). The most practical approach towards resolving this issue 

without violating the integrity of the model structure is through improvement of 

the kB
-1

 parameterization. 

Both Zeng et al. (2012) and Zheng et al. (2014) recognized that this can be 

accomplished through a better quantification of the empirical Czil parameter. 

Zheng et al. (2014) evaluated all kB
-1

 parameterizations developed for the Noah 

LSM and found that the best performance was achieved with the formulation 

proposed by Chen and Zhang (2009) , which can be expressed by: 
0.410 hc

zilC 
 (5.4) 

where hc is the canopy height (m). This expression is implemented as an 

option in version 3.4.1 of the Noah LSM, but has not yet been taken up in the 

default model despite promising results. Further, it should be noted that within 

the Noah version 3.4.1 the canopy height is related to the z0m by assuming z0m is 

7 % of the canopy height (Mölder and Lindroth 1999), which can be expressed 

as: 

0 0.07c mh z
 (5.5) 

5.2.3 Organic matter effect on soil thermal parameterization 

As described in Section 3.1.5 of Chapter 3, both the soil heat capacity (Cs) 

and conductivity (κh) depend on constituents of the soil matrix and, thus, on 

organic matter as well. In the default configuration, the Noah LSM does not 

accommodate the effect of organic matter on the soil thermal properties. 

However, eq. (3.17) can fairly easy be modified to include the volumetric 

fraction of solid organic matter (fs,soc) according to the concept proposed by de 

Vries (1963) as follows: 

, , min( ) (1 ) (1 ) (1 )s w s air s s soc soc s s socC C C f C f C               
(5.6) 

,min

,

,min ,(1 )

soc s

s soc

soc s soc s soc

m
f

m m



 


 
                                                         (5.7) 

where θs is the porosity (m
3
 m

-3
), msoc is the mass fraction of the soil organic 

matter (kg kg
-1

), ρs,min is the particle density of the mineral soil fraction (taken as 

2700 kg m
-3

), ρs,soc is the particle density of the soil organic matter (taken as 

1300 kg m
-3

), C represents the heat capacity (J m
-3

 K
-1

), and the subscripts ‗w‘, 

‗min‘, ‗soc‘, and ‗air‘ refer to water, soil mineral matter, soil organic matter and 

air. Here, Cw, Cmin, Csoc and Cair are taken as 4.2×10
6
, 2.0×10

6
, 2.5×10

6 
and 1005 

J m
-3

 K
-1

, respectively. 
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Further, Johansen (1975) pointed out that the bulk density of a dry soil is a 

major factor in defining the soil heat conductivity of a dry soil (κdry), while the 

soil texture has little effect on the conductivity. In other words, the semi-

empirical equation (see eq. (3.20)) can be directly utilized to estimate the κdry, 

but the formulation for the bulk density of dry soil (ρb, see eq. (3.21)) needs to 

be modified to account for the impact of organic matter on the bulk density. 

Hence, the formulations for the calculation of κdry are now as: 

0.135 64.7

2700 0.947

b
dry

b










                                               (5.8) 

,min ,

,min ,(1 )

b b soc

b

soc b soc b socm m

 


 


 
                                         (5.9) 

where ρb,min and ρb,soc are the bulk densities (kg m
-3

) of the mineral soil 

fraction and soil organic matter, respectively. Additional information about the 

eq. (5.9) can be found in Chpater6 of this thesis (see eq. (6.2)). 

On the other hand, Johansen (1975) found that under saturated conditions the 

bulk density has little impact on the heat conductivity (κsat), whereas differences 

in soil composition become increasingly important for the magnitude of the 

conductivity. The effect of organic matter on κsat via κsoil is accommodated by 

modifying its parameterization as follows: 
1 s s

sat soil w

   
                                     (5.10) 

, (1 , ) (1 ) (1 , )fs soc qtz fs soc qtz fs soc

soil soc qtz o       
                         (5.11) 

where κ represents the heat conductivity (W m
-1

 K
-1

), and the subscripts ‗w‘, 

‗soil‘, ‗soc‘, ‗qtz‘, and ‗o‘ refer to water, solid soil, soil organic matter, soil 

quartz content and other remaining soil content. Here, κw, κsoc, κqtz and κo are 

taken as 0.57, 0.25, 7.7
 
and 2.0 W m

-1
 K

-1
, respectively according to Peters-

Lidard et al. (1998) and Lawrence and Slater (2008). 

The effect of organic matter on κh is directly taken into consideration in the 

computations (see eqs. (3.18)-(3.19)) once the κdry and κsat are estimated using 

the updated bulk density and κsoil formulations, respectively. That is: 

( ) ( )h e sat dry dryK      
                                  (5.12) 

where Ke is the Kersten (1949) number representing the degree of saturation 

and is defined by: 
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10log ( ) 1.0, 0.1

0.0, 0.1

s s

e

s

for
K

for

   

 

  
 

                   (5.13) 

It should, however, be noted that the Noah simulated soil thermal properties 

are also affected by the soil organic matter via its impact on the hydraulic 

properties that regulate the soil moisture dynamics as well as the porosity. The 

latter is discussed in Chapter 6 of this thesis. 

5.3 Estimation of soil heat conductivity 

In this section the performance of Noah‘s default κh parameterization (see 

eqs. (3.18)-(3.23), hereafter ‗J75‘) and the modified formulation (eqs. (5.8)-

(5.13), hereafter ‗Z14‘) that takes soil organic matter into account is evaluated 

using the laboratory measured soil properties of samples collected at the high-

elevation SRYR. Soil samples were collected at two sites near the Maqu micro-

meteorological station with relatively low organic content in the top soil layer 

(< 3 %, see Table 2.2 in Chapter 2 of this thesis), as well as two sites located in 

a wetland environment with abundant organic content (> 15 % near the surface). 

Detailed descriptions of the soil sampling and laboratory measurements can be 

found in Section 2.2.2 of this thesis (see Chapter 2). 

Figure 5.1 shows the calculated Kersten number (Ke) and κh against values 

derived from the laboratory measurements of all the soil samples using the KD2 

Thermal Properties Analyzer (Decagon Devices Inc.). The measured Ke  is 

derived through inversion of eq. (5.12) using the heat conductivities measured 

over the complete soil moisture range from dry to fully saturated, which 

provides values for the κh, κdry and κsat. Figure 5.1a shows a plot with the 

measured Ke versus estimates computed with eq. (5.13). Both the slope of the 

fitted linear function (close to unity, i.e., 1.043) and the low scatter among data 

points (R
2
, coefficient of determination, 0.879) indicate that the Ke calculations 

match the measurements fairly well. This confirms that the Ke concept is also 

suitable for the soils encountered at the high-elevation SRYR. 

Figure 5.1b and 5.1c present further comparisons of the κh measurements 

with estimates obtained via J75 and Z14, respectively, of which the latter 

accommodates for the effect of soil organic matter. A clear difference is noted 

in the ability of the J75 and Z14 schemes to reproduce the κh measurements. 

The slope of the linear function fitted through the Z14 matchups is closer to 

unity than that for the J75 matchups (e.g., 1.015 versus 1.160) and the scatter 

among the Z14 data points is also less leading to an R
2
 of 0.885 versus 0.790. 

Apparently, soil organic matter is responsible for part of the κh variability and 
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its consideration is needed to further optimize the performance of 

parameterizations. 
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Figure 5.1: Scatter plots of laboratory measured and (a) computed Kersten 

number, (b) computed heat conductivity (κh) with J75, and (c) computed heat 

conductivity (κh) with Z14 of soil samples collected around SRYR. 

 

Table 5.1: Coefficient of determination (R
2
), mean error (ME) and root mean 

square error (RMSE) computed between measured and estimated dry heat (κdry), 

saturated heat (κsat) and heat conductivity (κh) for samples around Maqu station 

Sche

me 

κdry κsat κh 

R
2
 

ME 

 (W m
-

1
 K

-1
) 

RMSE  

(W m
-1

 

K
-1

) 

R
2
 

ME 

(W m
-1

 

K
-1

) 

RMSE 

(W m
-1

 

K
-1

) 

ME 

(W m
-1

 

K
-1

) 

RMSE 

(W m
-1

 

K
-1

) 

J75 0.36 0.072 0.083 0.73 0.157 0.209 0.144 0.197 

Z14 0.73 -0.009 0.026 0.81 0.008 0.128 0.022 0.115 
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Table 5.1 provides the error statistics computed between the measurements 

and heat conductivities (e.g., κh, κdry and κsat) and those estimated with the J75 

and Z14 schemes, such as R
2
, mean error (ME) and root mean squared error 

(RMSE). From the error statistics can be deduced that on average the J75 

scheme overestimates κdry by 0.072 W m
-1

 K
-1

 and κsat by 0.157 W m
-1

 K
-1

 

leading to an overestimation of κh by 0.144 W m
-1

 K
-1

. This overestimation of 

the κh measurements is largely resolved through the consideration of soil 

organic matter by the Z14 scheme. It should, however, be noted that apart from 

the bias also a large part of the random differences between the measured and 

computed κdry is reduced given the increase of the R
2
 from 0.362 to 0.727. 

5.4 Noah simulations 

5.4.1 Numerical experiments 

Five experiments are performed to assess the impact of the augmentations 

described (see Section 5.2) to the default Noah LSM on the turbulent heat flux 

and soil temperature profile simulations using measurements collected at Maqu 

station located in the high-elevation SRYR. The Noah LSM is first run with the 

default soil property and roughness length parameterization, which is hereafter 

called ‗Ctrl‘. The second experiment (EXP1) contains a Noah model run 

whereby the muting effect of vegetation on the heat conductivity from the mid-

point of the 1
st
 soil layer towards the mid-point of the 2

nd
 soil layer is removed 

and a distinction is made between κh0 and κh1. The third experiment (EXP2) 

consists of a simulation whereby the default value of βveg in the Noah model 

structure is replaced by an expression (eq. (5.3)) as function of the LAI and GVF. 

For the fourth experiment (EXP3), a Noah model run is made with 

Zilitinkevich‘s empirical coefficient, Czil, parameterized as an indirect function 

of canopy height via z0m (see Section 5.2.2) instead of a constant value. The 

default soil thermal parameterization is modified to the one that considers the 

effect of soil organic matter for the fifth experiment (EXP4). 

An overview of these numerical experiments is provided in Table 5.2. The 

Noah model is run for all the experiments over the period from 8 June up to 30 

September 2010 using measured atmospheric forcing data, i.e. air temperature, 

relative humidity, wind speed, air pressure, downward and upward shortwave 

radiations, downward longwave radiation and precipitation (see Table 2.1 of 

Chapter 2). The observation height of the air temperature and wind speed is 

2.35 m. The soil temperature at the bottom boundary is defined as the annual 

mean air temperature, which is specified as 275 K at a depth of 8 m here based 

on observations. The prescribed vegetation type is grassland, and the monthly 
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GVF and LAI are given in Sections 5.2. The specified minimum (z0m,min) and 

maximum (z0m,max) momentum roughness length (z0m) for grassland are set to 

0.008 m and 0.041 m respectively as in Chapter 4. The silt loam is adopted as 

soil texture according to measured properties (see Table 2.2 of Chapter 2) found 

at the upper layers of the two SMST sites (CST01 and NST01) near the 

Planetary Boundary Layer (PBL) tower, while the hydraulic parameters and msoc 

are taken as the average of the value derived from the measurements collected 

at the CST01 and NST01 sites. The other parameters are obtained from Noah‘s 

default database (see Section 3.4 of Chapter 3). 

 

Table 5.2: List of numerical experiments designed to test augmentations for the 

Noah LSM 

Experim

ents 
κh0 and κh1 βveg Czil heat properties 

Ctrl 
Same (eqs. (3.24) 

and (3.25)) 

Constant 

(2.0) 

Constant 

(0.1) 

Default 

(Section 3.1.5) 

EXP1 
Different (eqs. 

(3.24) and (5.1)) 
Constant Constant Default 

EXP2 Different 
Variable 

(eq. (5.3)) 
Constant Default 

EXP3 Different Variable 

Variable 

(eqs.(5.4) 

and (5.5)) 

Default 

EXP4 Different Variable Variable 
New (Section 

5.2.3) 

 

Soil moisture and temperature measurements are used to initialize each 

model run as well as to validate Noah simulations. For both, the measurements 

collected at sites CST01 and NST01 are averaged for each soil depth (e.g., 0.05, 

0.10, 0.20, 0.40 and 0.80 m), and subsequently interpolated to the mid-points of 

the upper three model layers (i.e., 0.05, 0.25 and 0.70 m). Then the soil 

moisture and temperature of the fourth layer is taken for initialization equal to 

the states of the third layer. The Noah simulations are validated further through 

comparisons of the simulated latent heat flux (LE) and sensible heat flux (H) 

with measurements collected by an eddy-covariance (EC) system. 
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5.4.2 Turbulent heat fluxes and soil temperature profiles 

 

Figure 5.2: Average diurnal cycles for the months June, July, August and 

September of the measured and simulated (a) sensible heat flux, (b) latent heat 

flux, (c) surface temperature and soil temperatures for the depths (d) 5 cm, (e) 

25 cm, and (f) 70 cm produced by five numerical experiments. 

 

Figure 5.2 shows the mean diurnal variability for the months June, July, 

August and September of the measured and simulated turbulent (sensible and 

latent) heat fluxes and soil temperature profiles. Tables 5.3 and 5.4 provide 

respectively the ME and RMSE computed between the measured and simulated 

turbulent heat fluxes and soil temperature profiles. Analysis of the 
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measurements (black dots) reveals that the latent heat flux (LE) is, on average, 

more than twice as large as the sensible heat flux (H) during daytime. Further, it 

is noted that the amplitude of the diurnal temperature cycle diminishes with 

depth as expected and is almost completely vanished at the mid-point on the 3
rd

 

soil layer (70 cm). Also, the phase of the diurnal temperature cycle is affected 

by the soil depth showing that the maximum temperature is reached at a later 

time at greater depths. 

 

Table 5.3: Mean error (ME) computed between the measured and simulated 

sensible (H) and latent (LE) heat fluxes, surface (Tsfc) and soil temperatures at 

depths of 5 cm (Ts5), 25 cm (Ts25), and 70 cm (Ts70) produced by five numerical 

experiments 

ME H (W m
-2

) LE (W m
-2

) Tsfc (K) Ts5 (K) Ts25 (K) Ts70 (K) 

Ctrl 1.78 27.29 -1.07 -3.77 -4.16 -3.97 

EXP1 1.72 27.11 -1.09 -3.84 -3.44 -3.31 

EXP2 -0.05 22.93 -0.68 -3.32 -2.96 -2.88 

EXP3 3.46 3.51 1.31 -1.43 -1.23 -1.43 

EXP4 7.72 -0.42 1.44 -1.37 -1.27 -1.73 

 

Table 5.4: Root mean square error (RMSE) computed between the measured 

and simulated sensible (H) and latent (LE) heat fluxes, surface (Tsfc) and soil 

temperatures at depths of 5 cm (Ts5), 25 cm (Ts25), and 70 cm (Ts70) produced by 

five numerical experiments 

RMSE H (W m
-2

) LE (W m
-2

) Tsfc (K) Ts5 (K) Ts25 (K) Ts70 (K) 

Ctrl 24.38 54.75 2.85 3.93 4.36 4.19 

EXP1 24.71 54.88 2.86 4.01 3.51 3.45 

EXP2 20.44 46.86 2.99 3.39 3.01 2.99 

EXP3 14.12 30.93 2.48 1.76 1.29 1.50 

EXP4 17.44 30.36 2.62 1.61 1.35 1.81 

 

In its default configuration, Noah (Ctrl) overestimates both the daytime (09-

18 h) sensible (H, Figure 5.2a) and latent (LE, Figure 5.2b) heat fluxes, and 

somewhat underestimates the heat fluxes after dusk (19-24 h). Most notable is 

the daytime LE overestimation, which can be larger than 50 W m
-2

. On the other 

hand, the Ctrl model run underestimates the daytime surface temperature (Tsfc, 

Figure 5.2c) because H and LE affect the magnitude of the computed surface 
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temperature negatively (see eq. (3.15) in Chapter 3). Moreover, an 

underestimation of the temperatures at soil depths of 5 cm (Ts5, Figure 5.2d), 25 

cm (Ts25, Figure 5.2e) and 70 cm (Ts70, Figure 5.2f) is found. This can be 

explained by the fact that less heat is entering the soil column during daytime 

due to overestimations of H and LE, and more heat is released during nighttime 

due to the heat flux (H and LE) underestimations. 

The turbulent heat fluxes and Tsfc produced by EXP1 are nearly identical to 

the Ctrl simulations. This demonstrates that the separation of heat conductivities 

for the surface (κh0) and first (κh1) soil layers has a minor impact on the turbulent 

heat flux and Tsfc simulations. In contrast, the deep soil temperature (e.g., Ts25 

and Ts70) simulations are improved in the EXP1, particularly for the months July 

and August when the vegetation cover is largest. This is caused by the removal 

of the muting effect of vegetation on the heat conductivity from the mid-point 

of the 1
st
 soil layer towards the mid-point of the 2

nd
 soil layer (κh1). As such, 

more heat is transported into the soil column, which increases the deep soil 

temperature. The parameterization of βveg via eq. (5.3) included in EXP2 further 

improves the deep soil temperature simulations and enlarges the simulated 

diurnal Ts5 variability. Eq. (5.3) generates lower βveg (≈ 1.0) values resulting in a 

larger κh0 (see eq. (3.24)) and ground heat flux (G0, see eq. (3.13)). As more 

energy is transported into the soil column, less energy remains for the 

production of the turbulent heat fluxes leading to improvements of 4.27 W m
-2

 

and 8.06 W m
-2 

in the RMSEs computed between measured and simulated H 

and LE in EXP2, respectively. It should, however, be noted that the daytime Tsfc 

underestimation remains and that in the morning (00-08 h) the EXP2 

simulations overestimate Tsfc, while Ts5 is underestimated. The latter is induced 

by the lower βveg that enables an accelerated release of heat from the soil column 

as will be further elaborated on in the discussion. 

The overestimation of the daytime turbulent heat fluxes is greatly resolved in 

the EXP3 model run, for which Zilitinkevich‘s empirical coefficient, Czil, is 

calculated as an indirect function of canopy height via z0m (see Section 5.2.2). 

With this augmentation, the Noah LSM uses higher Czil values and computes, 

thus, lower Ch values (see eqs. (3.3) and (3.28)). This leads to the production of 

less turbulent heat (see eq. (3.2) for H and eq. (3.11) for LE), which 

consequently causes an increase in the simulated daytime Tsfc. Most notably the 

RMSEs computed between the measured and simulated turbulent heat fluxes 

improves by 31 % and 34 % for H and LE in comparison to the performance of 

EXP2, respectively. This is, in particular for the LE, achieved by a reduction in 

the bias from 22.93 W m
-2

 to 3.51 W m
-2

. 
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As less energy is consumed by turbulent transport, more heat is available for 

the warming of the soil column leading to an improved soil temperature profile 

simulation. Hence, the underestimation of the measured temperature reduces in 

comparison to EXP2 by 1.89 K, 1.73 K and 1.45 K for soil depths of 5 cm, 25 

cm and 70 cm, respectively. It should, however, be noted that the 

overestimation of nighttime Tsfc, first seen in the EXP2 simulation, is further 

amplified by the augmentation introduced in EXP3. 

The performance of EXP4 is comparable to that of EXP3 implying that 

consideration of organic matter in the soil thermal parameterization (see Section 

5.2.3) has little impact on the heat flux and soil temperature simulations at the 

Maqu micro-meteorological station. On the other hand, the soil organic matter 

mass fraction (msoc) is relatively low for this site (< 3 %). The effect of organic 

matter on the Noah LSM performance will be further investigated in the 

discussion through a sensitivity analysis. 

5.4.3 Assessment via Taylor diagram 

Taylor diagrams (Taylor 2001) are further used to assess the model 

performance in reproducing the diurnal surface heat flux and soil temperature 

patterns (with a 30-min interval) in terms of phase, and amplitude of unbiased 

matchups for all five experiments. The magnitude of RMSE as error statistics is 

largely determined by the bias between two dataset and may, therefore, provide 

an ambiguous view on the model performance. Pearson‘s product-moment 

correlation coefficient (R) is used as a measure for the agreement between the 

measured and simulated phase. The normalized standard deviation (SDV) is 

utilized to evaluate the amplitude, which is defined by, 

ˆ ˆ, 1f f r rSDV      
                                    (5.14) 

where σf and σr are the standard deviations of a test field (i.e., simulation) 

and a reference field (i.e., measurement), respectively. 
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Figure 5.3: Taylor diagrams illustrating the model performance as if the 

measurements and the simulated variables are unbiased: (a) sensible heat flux, 

(b) latent heat flux, (c) surface temperature and soil temperatures for the depths 

(d) 5 cm, (e) 25 cm, and (f) 70 cm. The radial distance from the origin is the 

normalized standard deviation (SDV) and the correlation coefficient (R) is 

displayed as the azimuthal position. Then, the distance of the data point to the 

measurements (located at R = 1 and SDV =1) is the normalized centered root 

mean squared error (cRMSE). 



Augmentations to the turbulent and soil heat transport simulation 

76 

In Taylor diagrams, the normalized standard deviation is taken as the radius, 

whereas Pearson‘s correlation coefficient is adopted as the angle of a polar plot. 

Data points showing a perfect fit with the measurements are located on the x-

axis at R = 1 and SDV = 1. The distance to this point is the RMSE of two 

unbiased data sets, which is referred to as the centered normalized RMSE 

(cRMSE) and can also be calculated as, 

' 'ˆ / rcRMSE E E  
                                                                 (5.15) 
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where E’ is the centered RMSE, f  and r  are the mean values of the 

simulation and measurement, respectively. 

Figure 5.3 shows that in all the experiments the Noah LSM is able to 

produce a phase that matches the surface heat flux and soil temperature profile 

measurements reasonably well as indicated by the R values varying from about 

0.90 up to 0.99. In the case of the simulated LE, Tsfc and Ts5 the magnitude of R 

remains about the same for all five model runs. On the other hand, differences 

are noted among the R values computed between the measurements and 

simulations of H, Ts25 and Ts70, whereby a better agreement in the phase is 

achieved with the augmentations made for EXP3 (and EXP4). 

The Ctrl model run exaggerates the amplitude of the diurnal cycle of the 

turbulent heat fluxes by more than 25 % (e.g., SDV > 1.25), and underestimates 

the amplitude of diurnal cycle of the surface and soil temperatures by more than 

15 % (e.g., SDV < 0.85). The latter underestimation is most severe for the deep 

soil temperatures (Ts25 and Ts70) and is as large as 60 %. The augmentation 

incorporated in EXP1 largely resolves this bias in the deep soil temperatures, 

but has little impact on Noah‘s performance in the turbulent heat flux and near 

surface temperature (Tsfc and Ts5) simulations. The major improvement in the 

simulation of the Ts5 variability is obtained with EXP2 when the vegetation 

effect on the heat transport through the soil is reconsidered, which also reduces 

somewhat the overestimation of the turbulent heat flux variability. 

With SDV values close to 1.0 for both the H and LE, the most significant 

enhancement in the performance of simulating the diurnal turbulent heat flux 

variability is, however, noted once the Czil is parameterized as (indirect) function 

of canopy height (EXP3). As less energy is consumed by the turbulent heat 

transport, the simulated diurnal surface and soil temperature variability 

increases yielding a better agreement with the measurements, except for Ts5 in 
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which case the diurnal variability is overestimated. In general, the EXP4 model 

run produces very similar, but slightly worse SDV values in comparison to 

EXP3. Only the ability of capturing the diurnal H variability deteriorates quite 

drastically with more than 10 %, which follows most likely from smaller 

imperfections in the simulation of the Tsfc. 

The distance of the points in the Taylor diagram to the perfect matchup at R 

= 1 and SDV = 1 (or cRMSE) is typically found for EXP3 and comparable 

results are obtained by EXP4 in terms of LE and Tsfc. In the Ts5 simulation, 

however, EXP2 outperforms EXP3 and EXP4. In essence, this confirms the 

conclusions drawn based on Figure 5.2 and the Tables with the RMSE and ME 

as performance indicators. Nevertheless, the favorable result noted for EXP2 in 

simulating Ts5 is somewhat surprising, which suggests that room is available for 

further improving the model physics of the soil heat transport as will be 

discussed below. 

5.5 Discussion 

5.5.1 Improvement of nighttime surface temperature 
simulation 

Although the augmentations proposed for the default Noah LSM (see 

Section 5.2) greatly improved the performance of turbulent heat fluxes and soil 

heat transport, one of the remaining issues is the overestimation of nighttime Tsfc. 

This leads to the underestimation of nighttime Ts5 (see Figure 5.2d) and 

decreasing performance with respect to the Taylor statistics. Zeng et al. (2012) 

investigated recently a similar issue associated with the simulation of nighttime 

Tsfc by the Noah LSM. They suggested that the problem may be resolved by: i) 

increasing the number of iterations to secure a converged solution for the 

MOST equations (see eqs. (3.2)-(3.10)) for turbulent heat transport, ii) 

modifying the stability function, Ψ, for stable atmosphere conditions, and iii) 

constraining the ground heat flux (G0). 

In accordance with Zeng‘s recommendation, three additional experiments 

are carried out to investigate the possibility of resolving the nighttime Tsfc 

overestimation. Firstly, the maximum number of iterations for the turbulent heat 

transport is increased from 5 to 30 (hereafter ‗EXPS1‘). Secondly, the Noah‘s 

default stability functions (see eqs. (3.7)-(3.10)) for stable conditions by 

Paulson (1970) is replaced with the formulations proposed either by Holtslag 

and De Bruin (1988) (hereafter ‗EXPS2a‘) or by Łobocki (1993) (hereafter 

‗EXPS2b‘). The above mentioned stability functions are given in Appendix A.2 

of this thesis. Thirdly, the G0 is constrained for stable atmospheric conditions by 
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setting factor βveg to 2.0 and is hereafter referred to as ‗EXPS3‘. Other settings 

of the Noah LSM are kept the same as for EXP3 described in Section 5.4. 

Table 5.5 gives the RMSEs computed between the measurements and 

simulated turbulent heat fluxes and soil temperatures. It indicates that the 

maximum number of iterations and adopted atmospheric stability function do 

not affect the model performance as EXPS1and EXPS2a/b yield RMSEs 

comparable to EXP3. In contrast, the performance in simulating soil 

temperature profiles (Ts5, Ts25 and Ts70) greatly improved by implementing 

different βveg values for stable and unstable conditions (EXPS3). This reduces in 

comparison to EXP3 the RMSE computed between the measured and simulated 

soil temperatures for depths of 5 cm, 25 cm and 70 cm by about 41, 35 and 

78 %, respectively. A decrease in the RMSE is also noted for Tsfc, while the 

agreement between measured and simulated turbulent heat fluxes (e.g., LE and 

H) somewhat degrades. 

 

Table 5.5: Root mean square error (RMSE) computed between the measured 

and simulated sensible (H) and latent (LE) heat fluxes, surface (Tsfc) and soil 

temperatures at depths of 5 cm (Ts5), 25 cm (Ts25), and 70 cm (Ts70) produced by 

the experiments performed for the discussion (Section 5.5) 

RMSE H (W m
-2

) LE (W m
-2

) Tsfc (K) Ts5 (K) Ts25 (K) Ts70 (K) 

Ctrl 24.38 54.75 2.85 3.93 4.36 4.19 

EXP3 14.12 30.93 2.48 1.76 1.29 1.50 

EXPS1 14.12 30.93 2.48 1.76 1.29 1.50 

EXPS2a 14.11 30.93 2.48 1.76 1.29 1.50 

EXPS2b 14.13 30.93 2.48 1.76 1.29 1.50 

EXPS3 14.74 32.39 2.37 1.04 0.84 0.33 

EXPS4 19.86 31.45 2.70 1.25 1.01 0.41 

EXPS5 20.57 31.50 2.76 1.21 0.96 0.51 

EXPS6 29.30 32.00 3.42 1.67 1.21 0.71 

 

Figure 5.4 further shows the average diurnal cycle of the measured and 

simulated turbulent heat fluxes and soil temperatures produced with Ctrl, EXP3 

and EXPS3.The overestimation of nighttime Tsfc invoked by EXP2 and further 

amplified in the EXP3 is considerably mitigated by the augmentation made for 

the EXPS3, which leads to the likewise improvements in the simulations of 

deep soil temperature (see Figures 5.4d-5.4f). Moreover, amelioration of the 
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nighttime Tsfc leads also to an enhancement in the nighttime sensible heat flux 

(H) simulation. 

 

 

Figure 5.4: Average diurnal cycles for the months June, July, August and 

September of the measured and simulated (a) sensible heat flux, (b) latent heat 

flux, (c) surface temperature and soil temperatures for depths of (d) 5 cm, (e) 25 

cm, and (f) 70 cm produced by the experiments performed for the discussion 

(Section 5.5). 

 

The above results support the suggestion by Zeng et al. (2012) that the issue 

associated with the heat exchange under stable conditions should be treated 

from a coupled land-atmosphere rather than from an atmospheric turbulence 
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perspective alone. In other words, deficiencies in simulating nighttime Tsfc and 

turbulent heat fluxes can be improved by constraining the G0 because of the link 

with the turbulent heat fluxes via the surface energy budget. In the case of 

EXPS3, a higher value of βveg (2.0) is utilized to suppress the heat released from 

the soil column to the surface at night and a lower value of βveg (≈ 1.0, computed 

with eq. (5.3)) ensures an accelerated warming of the soil column during the 

day. Similarly, Best (1998) found that the Tsfc simulated for a grassland 

environment does not decrease sufficiently during the night without modifying 

the role of the vegetation canopy in the surface energy budget calculations. 

The rationale for utilizing different daytime and nighttime βveg values here is 

associated with the Noah model structure that the soil-vegetation system is 

represented as a single heat/water vapor source, and the canopy effect on the 

radiation transfer and surface energy budget computations cannot be explicitly 

considered. A similar issue was resolved by Wang et al. (2010) through 

considering the under-canopy resistance, while Niu et al. (2011) substantially 

revised the Noah LSM to a dual source model structure. The solution found 

here by the EXPS3 sensitivity test provides a pragmatic solution to a complex 

problem without the necessity of changing the Noah model structure. Obviously, 

a more formal approach with robust physics is preferred and deserves further 

study. 

5.5.2 Impact of soil moisture simulation 

Since both thermal heat conductivity (κh) and capacity (Cs) depend on all soil 

constituents and the soil moisture content, see Section 5.2.3, the uncertainties 

associated with the soil moisture characterizations will affect the soil heat 

transport simulation. Moreover, the LE produced by the Noah LSM depends 

also on the water availability in the root zone and, thus, soil moisture affects the 

computed surface energy budget as well. Despite the soil moisture profile 

simulations are greatly improved with the modified soil hydraulic 

parameterization and vertical root distribution (see Chapter 6 of this thesis), 

uncertainties remain with RMSEs of 0.04 and 0.015 m
3
 m

-3
 for the surface (e.g., 

5 cm) and deeper (e.g., 25 and 70 cm) soil layers, respectively. 

Instead of using the measurements, the soil water flow component is invoked 

(parameterized as ‗EXP2‘ in Chapter 6) to investigate the impact of soil 

moisture uncertainties on the turbulent heat flux and soil heat transport 

simulations, while other settings are as EXPS3 (hereafter ‗EXPS4‘). The 

average diurnal cycle of the turbulent heat fluxes and soil temperatures 

produced by the EXPS4 is also plotted in Figure 5.4, and Table 5.5 lists the 
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respective RMSEs. Figure 5.4 shows that EXPS4 overestimates the daytime H 

(Figure 5.4a) and Tsfc (Figure 5.4c) with respect to EXPS3 and the 

measurements, which may be due to the surface soil moisture underestimation 

(see Table 6.4 in Chapter 6). The soil moisture underestimations in the upper 

two soil layers (e.g., 5 and 25 cm) also lead to a slight overestimation of 

temperatures of the corresponding soil layers (see Figures 5.4d-5.4e). The 

EXPS4 RMSEs are about 0.33, 0.21, 0.17 and 0.08 K larger for surface and 5 

cm, 25 cm and 70 cm soil temperatures in comparison to the EXPS3. Also the 

RMSE for H increases by 5.12 W m
-2

, while the RMSE for LE improves 

somewhat (0.94 W m
-2

). Nevertheless, the performance of the fully augmented 

Noah LSM (e.g., EXPS4) performs considerably better than the default Noah 

LSM that makes use of the soil moisture measurements. This study highlights 

once again that the surface energy budget calculations by physically based 

LSMs can only be ameliorated if the water budget is considered as well. 

5.5.3 Sensitivity analysis of organic matter parameterization 

 

Figure 5.5: Average diurnal cycles for the months June, July, August and 

September of the simulated (a) sensible heat flux, (b) latent heat flux, (c) 

surface temperature and (d) soil temperature for the depth of 25 cm produced by 

EXPS5 and EXPS6 designed to assess the sensitivity for soil organic matter 

(Section 5.5.3). 
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Although usage of organic matter for calculating the thermal heat 

conductivity (κh) improves the agreement between estimates and laboratory 

measurements across the entire msoc range, the results of Section 5.4 reveal only 

a small impact on the heat flux and soil temperature simulations for the Maqu 

micro-meteorological station. On the other hand, Maqu station holds a relatively 

low msoc for the top (~ 2.5 %) as well as the deep soil layers (~ 0.5 % at 60 cm), 

whereas the wetland ecosystems in the region contain a much larger amount of 

organic matter (> 15 % near the surface). Two additional numerical experiments 

are carried out to further assess the sensitivity of the model results when msoc is 

considered for both the soil thermal and soil hydraulic parameterizations. For 

the first experiment (hereafter ‗EXPS5‘), the consideration of msoc is also 

invoked for the soil thermal parameterization as described in Section 5.2.3, 

while the other settings are taken as in EXPS4. In the second experiments 

(hereafter ‗EXPS6‘), Noah is run with the same options as EXPS5 but using 

msoc of the wetland soil profile, e.g., 15 %, 10 %, 5 % and 2.5 % for the 

respective four soil layers. 

Figure 5.5 shows the time series of the average diurnal cycle of the turbulent 

heat fluxes and soil temperatures produced with EXPS5and EXPS6. In addition, 

the average diurnal turbulent heat flux and soil temperature cycle produced by 

EXPS5 is added to Figure 5.4. Further, the RMSEs computed for EXPS5 and 

EXPS6 are included in Table 5.5 primarily for reference purposes and not as an 

accuracy measure, especially for EXPS6. In general EXPS5 is nearly identical 

to EXPS4, which confirms the findings of Section 5.4 that consideration of msoc 

in the soil thermal parameterization has little impact on the Noah performance 

for Maqu station. Similarly, the comparison of the diurnal cycles of EXPS5 and 

EXPS6 shows that the impact of msoc is inferior to the effect of the roughness 

parameterization. Nevertheless, average differences of about 6 and 5 W m
-2

 are 

noticed for H and LE respectively, and a proportional effect is seen among the 

simulated temperatures. 

5.6 Conclusions 

This study investigates the turbulent heat flux and soil heat transport 

simulated by the Noah land surface model (LSM) through comparisons against 

sensible (H) and latent (LE) heat flux, and soil temperature profile 

measurements taken during the monsoon season (e.g., June, July, August, and 

September) at the Maqu station in the source region of the Yellow River 

(SRYR). The default Noah LSM constrained by soil moisture profile 

measurements significantly overestimates the daytime turbulent heat fluxes and 
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underestimates the surface temperature (Tsfc), and the soil temperatures are 

systematically underestimated as well. 

Four augmentations to the model physics are investigated for resolving the 

above deficiencies: i) the muting effect of vegetation on the soil heat 

conductivity (κh) from the mid-point of the 1
st
 soil layer towards the mid-point 

of the 2
nd

 soil layer is removed, ii) the exponential decay factor (βveg) imposed 

on κh is parameterized as a function of the ratio of the leaf area index (LAI) over 

the green vegetation fraction (GVF), iii) Zilitinkevich‘s empirical coefficient 

(Czil) defining the efficiency of turbulent heat transport is parameterized as a 

function of canopy height via the momentum roughness length (z0m), and iv) the 

impact of organic matter is included in the thermal heat conductivity (κh) and 

capacity (Cs) parameterization. The modified soil thermal parameterization is 

compared against laboratory measured soil heat conductivities. It is shown that 

through consideration of organic matter within the default heat conductivity 

scheme (Johansen 1975) of the Noah LSM, the root mean squared error (RMSE) 

computed between the estimated and measured heat conductivities under dry 

(κdry) and saturated (κsat) soil moisture conditions reduced by 69 and 39 %, 

respectively. Similar improvements are noted for the estimated heat 

conductivities at intermediate saturation levels. 

Five numerical experiments, including a control run with the default model 

structure (Ctrl), are designed to progressively assess the impact on the model 

performance of the four augmentation described above. Removal of the muting 

effect of vegetation on the soil heat transport from the first layer towards the 

deep soil increases the diurnal temperature variability simulated for the deep 

soil by about 50 %, while a negligible impact is noted on the turbulent heat flux 

and Tsfc simulations. The parameterization of βveg by the LAI/GVF ratio (≈ 1.0) 

enhances the heat exchange between the land surface and soil column. This 

mitigates the underestimation of the diurnal temperature variability in the deep 

soil (Ts5, Ts25, and Ts70) and simultaneously alleviates somewhat the turbulent 

heat flux overestimation. The most significant improvements in the Tsfc and 

turbulent heat flux simulations are found once Czil is parameterized as a function 

of the canopy height via z0m. However, the model run whereby soil organic 

matter is used for determining the soil thermal properties does not yield any 

noticeable improvement with respect to the other numerical experiments 

performed for Maqu station that holds a relatively low organic matter content 

(msoc) of 2.5 % for the top soil. In comparison to the default model structure, the 

performance in simulating the turbulent heat fluxes and soil heat transport 

improves for the Noah LSM with the three most promising augmentations. In 
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this case the RMSEs computed between the measurements and simulations 

reduced by about 42, 44, 13, 55, 70, and 64 % for H, LE, Tsfc, Ts5, Ts25, and Ts70, 

respectively. 

Three additional experiments are conducted to investigate the remaining 

issue associated with the overestimation of nighttime Tsfc. It is found that this 

problem cannot be solved by considering the atmospheric turbulence alone, but 

should be treated from a coupled land-atmosphere perspective. Further, the 

impact of the uncertainty associated with the model‘s characterization of the 

soil moisture profile on the simulated surface energy budget is assessed as well. 

This experiment demonstrates that the fully augmented Noah LSM, including 

the improved soil water flow (see Chapter 6 of this thesis) as well as the above 

described turbulent heat flux and soil heat transport model physics, provides 

better estimations of turbulent heat fluxes and soil temperatures in comparison 

to the control run, which is constrained by the soil moisture profile 

measurements. As such, the performance enhancement achieved with the 

selected augmentations outweighs the uncertainty introduced by the 

imperfection in the simulated soil moisture. Furthermore, the impact of msoc on 

the Noah performance is assessed by adopting the case of an organic wetland 

soil common to the region. This experiment demonstrates that while the 

consideration of organic matter is imperative for the soil moisture profile, the 

impact on the heat flux and temperature profile is inferior to other 

augmentations addressed herein. 

This study highlights again that the most effective way to improve the heat 

flux and soil temperature simulations on the Tibetan Plateau is to improve the 

parameterization of the diurnally varying roughness length for heat transfer (z0h) 

as found by previous studies (Chen et al. 2011; Zeng et al. 2012; Zheng et al. 

2014). While a significant improvement is achieved in the soil water flow 

simulation through a better representation of the hydraulic parameterization 

with the consideration of the organic matter effect (see Chapter 6 of this thesis), 

it is shown that consideration of organic matter in the soil thermal 

parameterization has little impact on the heat flux and soil temperature 

simulations. Although the Noah LSM simulations are validated in this study 

only for a site on the Tibetan Plateau, the addressed issues are inherent to the 

model structure of the Noah LSM. For instance, the large negative biases in the 

Noah LSM simulated soil temperature found by Xia et al. (2012a) within the 

North American Land Data Assimilation System (NLDAS) product may be 

resolved by adopting the suggested augmentations. 
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Chapter 6 Augmentations to the soil water 
flow simulation* 
 

6.1 Introduction 

Soil moisture is a key state variable controlling the partitioning of available 

energy at the land surface between sensible and latent heat, as well as 

determining the partitioning of rainfall between subsoil drainage, surface runoff, 

and evaporation. Thus, it is crucial to reliably simulate soil water flow processes 

to enable providing realistic soil moisture states. However, large differences and 

biases exist among the soil moisture products generated by various land surface 

models (LSMs) driven with the same meteorological forcing (Dirmeyer et al. 

2006; Xia et al. 2014) due to different model physics, structure and parameter 

choices. For instance, several vertical root distribution schemes (i.e., root depth 

and density) are implemented by the current LSMs (Zeng 2001), and the 

diversity of soil hydraulic functions as well as hydraulic parameters pose a high 

uncertainty as well (Decharme et al. 2011; Shao and Irannejad 1999). Moreover, 

the LSMs have originally been developed for large-scale applications and 

numerical efficiency. Therefore, the presence of irrigation and groundwater 

processes is often ignored (e.g., Xia et al. 2014), and the number of soil layers is 

limited and extends down to a few meters (e.g., Gulden et al. 2007). Besides, 

the soil profile is assumed homogeneous, and either the diffusivity form of 

Richards‘ equation (e.g., Balsamo et al. 2009; Liang et al. 1996) or a force-

restore approach (Decharme et al. 2006) is employed for the soil water flow 

simulation by LSMs that does not accommodate for transport across layers with 

different hydraulic properties. 

Recently, Y. Chen et al. (2013), Su et al. (2013) and Xue et al. (2013) have 

reported on the inability of LSMs to reproduce the soil moisture and 

temperature profiles measured by newly developed in-situ monitoring networks 

across the central and eastern parts of the Tibetan Plateau (Su et al. 2011; Yang 

et al. 2013). A major reason for the weak performance of LSMs in this region is 

the absence of vertical soil heterogeneity within model structures (Y. Chen et al. 

2013; Yang et al. 2005). Particularly, many roots are present in the upper soil 

                                                           
*
This chapter is based on the paper: Zheng, D., R. van der Velde, Z. Su, X. Wang, J. 

Wen, M. J. Booij, A. Y. Hoekstra, and Y. Chen, 2015: Augmentations to the Noah 

model physics for application to the Yellow River source area: Part I. Soil water flow. 

Journal of Hydrometeorology, doi: 10.1175/JHM-D-14-0198.1. 
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layer of Tibetan ecosystems as an adaptation to the harsh Tibetan environment 

(Y. Yang et al. 2009a). This leads to the accumulation of organic matter in the 

topsoil (Y. Yang et al. 2009b) and causes a soil stratification (Chen et al. 2012). 

Organic matter, and living and decayed root systems share a large volume of the 

topsoil, affecting the soil structure as well as its hydraulic and thermal 

properties (Chen et al. 2012). Organic matter generally has a higher porosity, 

hydraulic conductivity, and thermal heat capacity, while a lower thermal heat 

conductivity and less suction needs to be applied to release water as compared 

to mineral soils (de Vries 1963; Lawrence and Slater 2008; Letts et al. 2000). 

Previous studies have shown that the vertical soil heterogeneity as well as 

the effect of organic matter and root systems not only affects the thermal and 

moisture regimes at the ground (Beringer et al. 2001; Letts et al. 2000; Yang et 

al. 2005), but also the dynamic interactions with the overlaying atmosphere 

(Lawrence and Slater 2008; Rinke et al. 2008). It is, therefore, indispensable for 

the applicability atmospheric general circulation models (AGCMs) to polar and 

boreal ecosystems that the organic matter as well as the vertical soil 

heterogeneity is considered by LSMs. However, parameterizations for organic 

soil types are typically not implemented by the state-of-the-art LSMs. In the 

past, Beringer et al. (2001) and Letts et al. (2000) have studied the soil water 

flow through a column of pure organic material overlaying mineral soil layers, 

while Lawrence and Slater (2008) conceptualized the soil water transport 

through a mixture of coexisting organic and mineral components whose 

physical properties are additive. These two approaches have been developed 

specifically for the Arctic and Boreal organic soils and its applicability to the 

Third Pole Environment, as the Tibetan Plateau is also referred to, is yet to be 

proven. Although Chen et al. (2012) have recently investigated the effect of 

organic soil on soil thermal parameterization for grasslands in Central Tibet, 

additional work is needed to assess the impact of organic soil on soil hydraulic 

parameterization as well as the simulated surface energy and water budgets. 

Therefore, this study seeks to further improve a state-of-the-art Noah LSM 

(Ek et al. 2003) in its ability to produce soil moisture profiles measured in the 

Source Region of the Yellow River (SRYR) on the Northeastern Tibetan 

Plateau. The model physics associated with the soil water flow simulation is 

investigated through comparisons of the soil parameterization with hydraulic 

properties measured in the laboratory and through comparisons of simulations 

with in-situ soil moisture profile measurements. Three augmentations are made: 

Firstly, the effect of organic matter on soil hydraulic properties is considered via 

the ‗additivity‘ hypothesis (Zeiliguer et al. 2000). Secondly, the saturated 
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hydraulic conductivity (Ks) is implemented as an exponentially decaying 

function of soil depth according to Beven (1982). Thirdly, the vertical root 

distribution scheme is modified to represent the abundance of roots in the 

topsoil that is characteristic for the Tibetan conditions. The impact of the 

augmentations on the simulated surface energy and water budgets is evaluated 

via inter-comparisons, whereas specifically the sensible and latent heat flux 

computations are assessed using in-situ measurements. 

The structure of this Chapter is as follows: Section 6.2 introduces the 

measurements and describes the augmentations made to the Noah model 

physics associated with soil water flow and root water uptake. Section 6.3 

presents comparisons of the modified hydraulic parameterization and measured 

soil properties. Section 6.4 provides a performance assessment of the soil 

moisture profiles simulated by Noah with different options. The impact of the 

improved soil moisture simulations on the calculated surface energy and water 

budgets is evaluated in Section 6.5, and Section 6.6 summarizes the findings of 

this study. 

6.2 Materials and methods 

A detailed description of the Maqu observational dataset utilized for this 

study is available in Chapter 2 of this thesis. Two soil moisture and soil 

temperature (SMST) monitoring stations (CST01 and NST01) are situated in 

the vicinity of the Maqu micro-meteorological observing system and are used 

for the presented analyses. The time period under investigation covers the 

majority of the monsoon season starting on 8 June 2010 and ending 30 

September 2010. This episode is selected to avoid the impact of the cold season 

(e.g., snowpack and frozen soil) on the assessment of Noah‘s soil water flow 

and heat transport model physics. 

In the text below, the augmentations made to the Noah model physics aimed 

at improving the soil water flow simulation are introduced. Detailed 

descriptions of the default Noah model physics associated with soil water flow 

and root water uptake can be found in Chapter 3 of this thesis (see Section 3.2). 

Unless stated otherwise, an updated version of the default model that 

implementing the augmentations made to the turbulent and soil heat transport 

processes given in Chapter 5 of this thesis is utilized. 

6.2.1 Organic matter effect on soil hydraulic parameterization 

Soil organic matter content affects the structure as well as the physical 

properties of the soil and, thus, the effects of organic matter on the hydraulic 
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properties need to be understood and taken into consideration. The approach 

utilized in this study is based on the ‗additivity‘ hypothesis (Federer et al. 1993; 

Lawrence and Slater 2008; Zeiliguer et al. 2000) that considers i) each soil layer 

as a mixture of organic and mineral masses, ii) the bulk densities of soil organic 

matter (ρb,soc) and mineral material (ρb,min) constant in any mixture, and iii) the 

volume occupied by the organic (Vt,soc) and mineral (Vt,min) fractions, as well as 

water retention to be additive. 

Based on above assumptions, the volumetric soil carbon or organic fraction 

of a soil layer (ft,soc) can be defined as (Chen et al. 2012; Federer et al. 1993): 
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where Vt is the total volume of the soil layer (m
3
), Vt,soc is the volume 

occupied by organic matter (m
3
), msoc is the organic carbon mass content (kg kg

-

1
), ρb, ρb,soc and ρb,min are bulk densities (kg m

-3
) of respectively the soil mixture, 

the organic and mineral materials, ρs,min and θs,min are the particle density (kg m
-3

) 

and the porosity (m
3
 m

-3
) of mineral matter. Herein ρs,min and ρb,soc are taken as 

2700 kg m
-3

 (equivalent to a standard particle density of quartz; Peters-Lidard et 

al. 1998) and 130 kg m
-3

 (equivalent to a standard bulk density of peat; 

Lawrence and Slater 2008) respectively. Given the msoc, the ρb as well as the ft,soc 

can be derived via above equations. It should be noted that the definition of the 

fractional soil organic matter is different for the calculation of the hydraulic 

properties (eq. (6.1)) compared to the one used for the computation of the 

thermal properties (see eq. (5.7)) as in Chapter 5 of this thesis. 

An alternative approach for estimating ρb based on observed msoc has been 

developed for the Tibetan Plateau by Y. Yang et al. (2009b) and is formulated 

by: 

0.3 1.28 exp( 0.1724 )b socm     
                         (6.4) 

Following the additivity hypothesis, the soil hydraulic properties can be 

estimated as a weighted combination of values for the mineral and organic 

materials according to Lawrence and Slater (2008) as follows: 

, ,min , ,(1 )s t soc s t soc s socf f      
                            (6.5) 
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, ,min , ,(1 )s t soc s t soc s socf f      
                          (6.6) 

, min ,(1 )t soc t soc socb f b f b    
                                 (6.7) 

where θs is the porosity (m
3
 m

-3
), ψs is the soil water potential at air-entry 

(m), and b is an empirical parameter (-) related to the pore-size distribution of 

the soil matrix. The hydraulic parameters of the mineral soil (i.e., θs,min, ψs,min 

and bmin) can be obtained through a class or continuous pedotransfer function 

(PTF) given by, for instance, Cosby et al. (1984), while the hydraulic properties 

of pure organic matter (i.e., θs,soc, ψs,soc and bsoc) depend on the state of 

decomposition as described in Letts et al. (2000). The Cosby et al. (1984) class 

and continuous PTFs applicable for this study, as well as the hydraulic 

properties for three organic soil types reported in Letts et al. (2000) are given in 

Appendix A.3 of this thesis. The impact of organic matter on the saturated 

hydraulic conductivity (Ks) is considered via the Kozeny-Carman equation (eq. 

(6.9)) as is described in the section below. 

6.2.2 Decrease of Ks with depth 

Organic matter, living and decayed root systems affect the Ks (Decharme et 

al. 2006), which can be very high near the surface and enlarge the hydraulic 

conductivity of the soil. On the other hand, the absence of organic material can 

reduce the Ks by as much as five orders of magnitude, specifically at deeper 

layers at 0.4 to 0.8 m where the soil particles are also more closely aligned 

(Letts et al. 2000). Beven (1982) proposed to estimate the observed decrease of 

Ks with depth using an exponential relationship, which has been adopted by 

various LSMs (Chen and Kumar 2001; Decharme et al. 2006; Famiglietti and 

Wood 1994; Niu et al. 2011; Stieglitz et al. 1997). 

The exponential profile of Ks can be described as: 
( )

, ,
rf z d

s z s rK K e
 


                 (6.8) 

where Ks,r is the reference saturated hydraulic conductivity (m s
-1

) at the 

reference depth dr (m), while Ks,z is the estimated saturated hydraulic 

conductivity (m s
-1

) at the soil depth z (m), and f is the exponential profile decay 

factor (m
-1

). This formulation can be transformed to a similar expression as 

introduced by Stieglitz et al. (1997) once dr is set to 0, as well as into 

expressions comparable to the ones developed by Chen and Kumar (2001) and 

Decharme et al. (2006) if dr is set to the depth at which the compacted value Ks,r, 

provided in Clapp and Hornberger (1978), is reached. The Ks,r can also be 

indirectly estimated by the Kozeny-Carman equation using both porosity (θs) 
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and the slope (b) of the water retention curve at the reference depth as follows 

(Ahuja et al. 1984; Saxton and Rawls 2006):  

 
3 1/

, , 33,

b

s r e s r rK C  


  
                    (6.9) 

where θ33 is the water content (m
3
 m

-3
) at -33 kPa matric potential, and Ce is 

an empirically derived constant and herein taken as 1930 mm h
-1

 from Saxton 

and Rawls (2006). Besides the exponential function, the impact of organic 

matter on Ks can also be indirectly accounted for by combining eq. (6.9) with 

above eqs. (6.5)-(6.7). 

The f factor in eq. (6.8) can be estimated indirectly through calibration 

against measured streamflow recession curves or directly from in-situ 

measurements that capture the Ks decline as a function of depth (Chen and 

Kumar 2001). At large scale, the f is usually obtained via the first approach and 

Niu et al. (2011) found that a value of 6 m
-1

 is appropriate for global 

applications based on calibration against stream flow measurements collected 

worldwide. 

6.2.3 Root distribution 

As described in Section 3.2.3 of Chapter 3, the Noah LSM assumes by 

default a uniform vertical distribution of the root across the soil profile (see eq. 

(3.41)). In reality this is, however, hardly ever the case. Especially for the 

Tibetan Plateau there have been reports (van der Velde et al. 2009; Yang et al. 

2005) on a very dense distribution of roots in the top 10 cm whereas the roots 

are sparse in the deeper soil layers. Through the one-parameter asymptotic 

function proposed by Gale and Grigal (1987), such a vertical distribution of the 

roots can be considered as: 

1 dY    (6.10) 

where Y is the cumulative root fraction from the soil surface to depth d (cm), 

and β is an empirical parameter (-). Jackson et al. (1996) estimated the β 

parameter from the measured root distribution for each biome across the globe 

and for the Tibetan Plateau Y. Yang et al. (2009a) more recently reported values 

of 0.937 for alpine steppe and 0.900 for alpine meadow. The latter is applicable 

for this study. 

The uniform root distribution implemented in the current Noah LSM can be 

replaced with above asymptotic function as follows: 

, 1root i i if Y Y  
  (6.11) 

, ,(1 ) /(1 )d i d nroot

iY    
  (6.12) 
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The total rooting depth can be defined as the depth at which the cumulative 

root fraction Y reaches an arbitrary value herein taken as 99 % (Zeng 2001), and 

thus the total number of root layers (nroot) as well as its vertical distribution are 

known. 

6.2.4 Modified soil water flow scheme implementation 

The current implementation of the diffusivity form of Richards‘ equation in 

Noah (see eq. (3.31)) is not able to simulate water flow across a vertically 

heterogeneous soil profile. As such, the model code is firstly revised to enable 

the assignment of different hydraulic parameters for each soil layer. Specifically, 

the soil hydraulic parameters (i.e., θs, ψs and b) of each soil layer are calculated 

as the weighted combination of values for mineral and pure organic materials 

(eqs. (6.5)-(6.7)), and the exponential profile of Ks (eq. (6.8)) is utilized as well.  

Secondly, the implementation of Richards‘ equation is modified to mitigate 

the discontinuity in the soil water content at the interface of two soil layers with 

different hydraulic properties. This is accomplished via the solution provided by 

Hills et al. (1989) through adding a term to the Crank-Nicolson scheme (see eq. 

(3.32)): 
1 1 1 1 1
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1 1
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       (6.13) 

where n and i represent the time and spatial step separately, Δt represents the 

time step (s), Δz represents the depth of the soil layer (m), z represents the 

position of the mid-point of the soil layer (m), θ is the soil moisture content (m
3
 

m
-3

), D is the soil water diffusivity (m
2
 s

-1
), K is the hydraulic conductivity (m s

-

1
), S represents sources and sinks (i.e., precipitation and evapotranspiration, m s

-

1
), and Δθa is introduced to account for the discontinuity in the soil water 

content across the interface of two soil layers, defined as: 

    11/ 1/

, , , , , 1 , , 1

i ib b

a i s i a i s i s i a i s i      
 

     
                        (6.14) 

where ψa is the soil water potential at the interface and can be estimated as: 

1 1 1 1
,

1 1
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6.3 Estimation of soil hydraulic properties 

6.3.1 Bulk density and porosity 

From Section 6.2.1 three methods can be deduced for calculating the bulk 

density (ρb) based on the measured organic carbon mass content (msoc): using 

eqs. (6.2)-(6.3) with the porosity for the mineral soil (θs,min) adopted from either 

Cosby‘s i) class (hereafter ‗SOC+class‘) or ii) continuous PTF (hereafter 

‗SOC+continuous‘), and iii) the empirical approach proposed by Y. Yang et al. 

(2009b) (eq. (6.4), hereafter ‗Y09b‘). The porosity (θs) can be estimated by 

Cosby‘s i) class and ii) continuous PTF disregarding the contribution of organic 

matter content. On the other hand, the impact of organic matter on θs can also be 

accounted for via eq. (6.5) with the θs,min adopted from either Cosby‘s iii) class 

(SOC+class) or iv) continuous PTF (SOC+continuous), and the porosity of a 

organic soil (θs,soc) given in Letts et al. (2000), which taken equal to 0.83 m
3
 m

-3
 

due to the similarity between the soil water retention curve of organic soil in 

this study and that for Sapric peat (shown in the following section). The organic 

fraction (ft,soc) in eq. (6.5) is estimated by eqs. (6.1)-(6.3) based on the measured 

msoc. 

This study applies the methods for estimating the θs and ρb to two soil 

property datasets collected across the Tibetan Plateau. The first is based on the 

measurements around the Maqu station described in Section 2.2.2 of Chapter 2, 

and the second is reported in Chen et al. (2012) that constitutes of samples from 

four sites situated in the central and eastern parts of the Plateau. Table 6.1 gives 

the error statistics following from the comparison of the measured and 

estimated ρb and θs, i.e., the coefficient of determination (R
2
), mean error (ME) 

and root mean squared error (RMSE). With R
2
 values larger than 0.89, the error 

statistics indicate that all three methods are capable of providing reasonable ρb 

estimates. Although with the ρb estimates obtained via Y09b comparable or 

better R
2
 values are obtained, the ME and RMSE achieved with the methods 

proposed in this study are significantly lower, on absolute average 0.013 versus 

0.104 g cm
-3

 for the ME and 0.145 versus 0.169 g cm
-3 

for the RMSE. In this 

regard, the continuous PTF performs slightly better than the class PTF. 

Apparently, the reliability of ρb estimates benefits from the within class 

variability embedded within the continuous PTF. 

The error statistics associated with the θs determination reveals a somewhat 

mixed performance. The θs estimates produced with the standard Cosby‘s class 

and continuous PTFs yield with a R
2
 ranging from 0.281 up to 0.607 and RMSE 

values as high as 0.196 m
3
 m

-3
. However, with consideration of the soil organic 
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matter content via the additivity approach this improves significantly to a R
2
 

better than 0.915 and a RMSE varying from 0.028 to 0.068 m
3
 m

-3
. To 

investigate this further Table 6.2 provides correlation coefficients calculated 

among θs, ρb and msoc, as well as soil texture (i.e., percentage of sand, clay and 

silt) for both soil datasets combined. The θs as well as ρb have clearly much 

stronger relationship with msoc than other soil texture components. This explains 

why the Cosby‘s PTFs with explicit consideration of organic matter 

outperforms the standard approach. Hence, it can be concluded from this 

analysis that including the msoc within a PTF is imperative for providing a robust 

θs estimate, at least, for Tibetan soils. 

 

Table 6.1: Coefficient of determination (R
2
), mean error (ME) and root mean 

square error (RMSE) between measured and estimated bulk density (ρb) and 

porosity (θs) using the data collected around Maqu station and the data from 

Chen et al. (2012) 

Prope

rty 
Method 

Maqu data Chen‘s data 

R
2
 ME RMSE R

2
 ME RMSE 

ρb  

(g 

cm
-3

) 

SOC+class 0.944 -0.021 0.099 0.893 -0.016 0.199 

SOC+conti

nuous 
0.943 0.012 0.093 0.914 -0.001 0.189 

Y09b 0.943 -0.073 0.122 0.924 -0.134 0.215 

θs  

(m
3
 

m
-3

) 

class PTF 0.553 -0.105 0.148 0.363 -0.118 0.180 

continuous 

PTF 
0.607 -0.127 0.164 0.281 -0.133 0.196 

SOC+class 0.973 0.004 0.030 0.932 0.005 0.068 

SOC+conti

nuous 
0.971 -0.009 0.028 0.916 0.011 0.066 

 

Table 6.2: Correlation coefficients calculated among porosity (θs), bulk density 

(ρb), soil organic carbon content (msoc) and soil particle size distribution 

 θs ρb msoc (%) Sand (%) Clay (%) Silt (%) 

θs (m
3
 m

-3
) - -0.932 0.754 -0.340 0.051 0.385 

ρb (g cm
-3

) -0.932 - -0.775 0.273 -0.024 -0.317 
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6.3.2 Soil water retention curve 
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Figure 6.1: Comparison of the observed and estimated soil water retention 

curves for (a) organic soil, (b) silt loam and (c) sandy loam deduced from 

Cosby‘s class or continuous PTF without and with consideration of the soil 

organic content (SOC). 

 

Figure 6.1 shows for the three soil types (organic soil, silt loam and sandy 

loam) the soil water retention measurements as well as estimates of the retention 

curve with soil hydraulic model proposed by Campbell (1974) (see eq. (3.33)). 

Specifically, the soil data given in Table 2.2 of Chapter 2 is regrouped by soil 

texture. Comparable to the previous section, the hydraulic parameters (e.g., θs, 

ψs and b) are for both organic and mineral soils deduced from Cosby‘s class and 

continuous PTFs without and with consideration of the msoc as described in 

Section 6.2.1. Again, the Sapric peat parameterization reported in Letts et al. 

(2000) is adopted to represent the hydraulic characteristics of pure organic 

matter. It should be noted that Figure 6.1a for the organic soils shows for clarity 
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the retention curve produced with only Letts‘s Sapric peat parameterization 

instead of the two curves obtained with Cosby‘s class and continuous PTFs. It 

shows that the retention curve for the organic soils in this study is comparable 

to that for Sapric peat. 

Table 6.3 lists for each soil type the mean msoc, percentages sand and clay as 

well as the RMSE computed between the measured and estimated soil water 

content. This table shows that the msoc of sandy loam soils is much lower than 

for other two types, which can be attributed to the fact that the sandy loam soils 

in the Maqu region are mostly present in deeper layers (see Table 2.2 of Chapter 

2). The RMSEs reported in Table 6.3 as well as the plots of Figure 6.1 highlight 

that the Cosby‘s class PTF with consideration of organic matter (SOC+class) 

provides the best estimates of the soil water retention measurements for the 

organic and silt loam soils. The obtained RMSEs are 0.034 and 0.027 m
-3

 m
-3

 

for the organic and silt loam soils, respectively, versus RMSEs of respectively 

0.090 and 0.078 m
-3

 m
-3

 achieved with the SOC+continuous parameterization as 

the runner up. 

 

Table 6.3: Averaged feature of soil properties regrouped by soil type, as well as 

RMSE between measured and estimated soil water contents associated with 

different pressure heads 

Soil 

Type 

msoc 

(%) 

Sand 

(%) 

Clay 

(%) 

RMSE (m
3
 m

-3
) 

class continuous SOC+class 
SOC+co

ntinuous 

Organic 

Soil 
15.31 27.47 8.35 0.232 0.316 0.034 0.090 

Silt 

Loam 
3.44 30.12 9.70 0.097 0.176 0.027 0.078 

Sandy 

Loam 
0.70 58.13 6.36 0.031 0.022 0.055 0.026 

 

In contrast to the ρb results, the SOC+class parameterization outperforms the 

SOC+continuous estimates of the retention curve. Apparently, the empirical 

shape parameter, b, and the ψs provided by Cosby‘s continuous PTF are less 

representative for the organic and silt loam soils studied here. This is confirmed 

by the large RMSEs obtained with the continuous parameterization in 

comparison to the results with the class parameterization. On the other hand, 

better results are achieved with Cosby‘s continuous PTF for the sandy loam 
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soils, for which also the inclusion of msoc in the estimation of the retention curve 

somewhat reduces its accuracy. This suggests that consideration of the msoc for 

estimation of the retention curve is only beneficial if the soil includes a 

significant amount of organic matter. Otherwise uncertainties following from 

inaccuracies in the msoc determination become relatively large. 

6.3.3 Saturated hydraulic conductivity 
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Figure 6.2: Comparison of the observed and estimated saturated hydraulic 

conductivity as an exponential function of soil depth carried out for four SMST 

sites. Obs stands for the laboratory measurements, KC, class, and continuous 

stand for the estimates obtained with the Kozeny-Carman equation, Cosby‘s 

class and continuous pedotransfer function. 

 

Figure 6.2 shows the in-situ saturated hydraulic conductivity (Ks) 

measurements as a function of soil depth carried out around the four SMST 

stations. In addition, Ks-soil depth relationships are plotted that are estimated 

with the approach by Beven (1982) , eq. (6.8), whereby the exponential decay 
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factor (f) is taken equal to 6 m
-1

 as suggested by Niu et al. (2011). The required 

reference saturated hydraulic conductivity (Ks,r) is estimated here using Cosby‘s 

i) class or ii) continuous PTF with the reference depth (dr) set at 0.05 m (i.e., the 

mid-point of first layer in the Noah LSM), as well as via iii) the Kozeny-

Carman equation (eq. (6.9), hereafter ‗KC‘) with the unknown hydraulic 

parameters adopted from Cosby‘s class PTF with consideration of organic 

matter as described in Section 6.2.2. 

The measurements indicate that in general the Ks decreases by one to two 

orders of magnitude over a soil depth from 0.15 m to 0.6 m. The reason for this 

is that organic matter and plant roots are abundant in the upper soil layers (see 

Table 2.2) affecting the soil aggregation and associated pore space distribution 

that leads to higher water holding capacity and conductivity compared with 

lower soil layers. Further, it should be noted that the Ks values for the two 

wetland sites (NST04 and NST11) are comparable to the other two grassland 

sites, which suggests that a higher msoc does not necessarily imply a larger Ks. 

This is in agreement with earlier findings of, for instance, Nemes et al. (2005) 

who concluded that organic matter retains water well, which limits the hydraulic 

conductivity. Moreover, according to Carey et al. (2007), the Ks is typically 

constrained by the pore segments with the smallest diameter that may form only 

a small fraction of the total pore size distribution of organic soils. 

The implementation of Beven‘s approach for describing the Ks as a function 

of soil depth which matches the measurements best is the one that uses the 

Kozeny-Carman equation. The most notable differences are obtained near the 

soil surface where the Ks is largest and, thus, the flow of water through the soil 

is largest. The implementations with Cosby‘s class and continuous PTFs 

typically overestimate the Ks for the mineral soils (CST01 and NST01), while 

they underestimate Ks for the organic soil wetland sites (NST04 and NST11). It 

should, however, be noted that the Kozeny-Carman estimate of Ks for the 

wetland NST04 site overestimates the measurements, but falls within the 

measured Ks range for the other wetland site (NST11). 

6.4 Simulation of soil moisture with the Noah LSM 

6.4.1 Design of numerical experiments 

Three experiments are designed to assess the impact of the augmentations to 

the default Noah LSM described in Section 6.2. A control experiment (hereafter 

‗Ctrl‘) is performed firstly by running the Noah LSM with the default soil 

hydraulic and root uptake scheme as described in Section 3.2 of Chapter 3. 

Secondly, the default hydraulic scheme is replaced with the soil organic scheme, 
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see Section 6.3, and the modified diffusivity form of Richards‘ equation (eq. 

(6.13)) that resolves the soil moisture discontinuity at the interface of two layers, 

see Section 6.2.4 (hereafter ‗EXP1‘). Thirdly, the distribution of roots in the soil 

profile is implemented as a function of depth following eqs. (6.11)-(6.12) 

instead of the default uniform distribution (hereafter ‗EXP2‘). 

All the experiments are forced by the meteorological measurements 

collected at the Planetary Boundary Layer (PBL) tower from 8 June 2010 to 30 

September 2010 and include air temperature, relative humidity, wind speed, air 

pressure, downward and upward shortwave radiations, downward longwave 

radiation and precipitation (see Table 2.1 of Chapter 2). The observation height 

of the air temperature and wind speed is 2.35 m. The prescribed vegetation type 

is grassland, and the monthly values of green vegetation fraction (GVF) and leaf 

are index (LAI) are derived from the SPOT ten-daily synthesis NDVI product as 

in Chapter 5. The other vegetation parameters (e.g., number of root layers) are 

obtained from Noah‘s default land cover database. The parameter β for EXP2 is 

taken as the value (i.e., 0.900) for the alpine meadow reported in Y. Yang et al. 

(2009a) and, then, the number of root layers is computed using the method 

described in Section 6.2.3. 

The silt loam is adopted as soil texture according to measured properties (see 

Table 2.2) found at the upper layers of the two SMST sites (CST01 and NST01) 

near the PBL tower. Corresponding hydraulic parameters for Ctrl are obtained 

using Cosby‘s class PTF. The msoc of each soil layer for EXP1 and EXP2 is 

taken as the average of the value derived from measurements collected at the 

CST01 and NST01 sites and Sapric peat data from Letts et al. (2000) are 

adopted to represent the hydraulic parameters for pure organic matter. Beven‘s 

approach for describing the Ks as a function of soil depth is implemented by 

EXP1 and EXP2, and the reference saturated hydraulic conductivity (Ks,r) is 

estimated via the Kozeny-Carman equation (eq. (6.9)), see Section 6.3.3. 

Further, it should be noted that the Ks value of the bottom (fourth) layer is set 

equal to that for the third layer as the decrease of Ks with depth is limited for the 

deep layers. Similarly, the msoc value of the bottom layer is set equal to that for 

the third layer as well. 

Soil moisture and temperature measurements are used to initialize each 

model run as well as to validate Noah simulations. For both, the measurements 

collected at sites CST01 and NST01 are averaged for each soil depth (e.g., 0.05, 

0.10, 0.20, 0.40 and 0.80 m), and subsequently interpolated to the mid-points of 

the upper three model layers (i.e., 0.05, 0.25 and 0.70 m). Then the soil 

moisture and temperature of the fourth layer is taken for initialization equal to 
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the states of the third layer. The Noah simulations are validated further through 

comparisons of the simulated latent (LE) and sensible (H) heat flux with 

measurements collected by an eddy-covariance (EC) system. 

6.4.2 Noah soil moisture simulations 

Figure 6.3 shows time series with a 30-min interval of the measured soil 

moisture and the simulations produced by the above described three numerical 

experiments along with the measured rainfall. The upper, mid and lower panels 

provide the measurements and simulations for soil depths of 5, 25, and 70 cm, 

respectively. Three distinct dry-down episodes (periods in which soil moisture 

gradually deplete) can be deduced from Figure 6.3a, e.g.,  i) DOYs 159-179, ii) 

DOYs 204-224, and iii) DOYs 244-264 with corresponding wetting periods (i.e., 

DOYs 179-204, DOYs 224-244 and DOY 264- onwards). The default 

configuration of the Noah LSM (Ctrl) tends to underestimate the soil moisture 

especially for the two upper soil layers. For the top layer the soil moisture 

underestimation is most notable under wet conditions, while below a soil 

moisture content of 0.25 m
3
 m

-3
 the underestimation changes into an 

overestimation. 

The inability to accurately simulate the surface soil moisture over the 

Tibetan Plateau has also been recently reported for other LSMs (Y. Chen et al. 

2013; Su et al. 2013; Xue et al. 2013). Yang et al. (2005) and Y. Chen et al. 

(2013) attributed this to the absence of a soil stratification linked to specifically 

organic matter within model structures. Indeed, the underestimation of surface 

soil moisture significantly improved during the wetting periods after 

implementing the soil organic scheme (EXP1). The explanation for this is that 

the relative abundance of organic matter in the upper layers leads to a larger soil 

porosity and higher water holding capacity. Consequently, the EXP1 simulation 

tends to retain water in the upper layers, which causes an overestimation of soil 

moisture in the upper layers during dry downs. This is further enhanced by the 

exponential Ks decay as a function of depth, which reduces the convective and 

diffusive flow components toward the deeper layer via the transport coefficients, 

K and D, and suppresses the redistributed soil water across soil layers (Braun 

and Schädler 2005). 
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Figure 6.3: Comparison of the observed and simulated soil moisture produced 

by three Noah numerical experiments for each soil layer during 8 June 2010 and 

30 September 2010. 
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As such, the augmentations implemented for EXP1 enables the Noah model 

to better simulate the soil moisture content during wet episodes, but it does not 

lead to an improvement for the dry-downs. The soil moisture results following 

from the EXP2 simulation show that this can be associated with the default 

uniform root distribution implemented in Noah. This assumed that the root 

fraction (froot) in each layer is proportional to the layer thickness, which leads to 

more root uptake from the deeper (lower) soil layers. In reality, however, the 

majority of the plant roots are located in the upper soil layer of Tibetan 

ecosystems (Y. Yang et al. 2009a). Hence, both Ctrl and EXP1 overestimate 

during dry-downs the soil moisture content of the upper soil layers (i.e., 0.05 m 

and 0.25 m) and underestimate it for the lower soil layers (i.e., 0.70 m). 

Implementation of the root distribution as an asymptotic function of depth (eqs. 

(6.11)-(6.12)) allows Noah (EXP2) to take up more water for transpiration from 

the upper soil layers. This modification to the model structure enables the soil 

moisture simulations to capture much better the dynamics measured at each soil 

depth also under dry down conditions as can be seen in Figure 6.3. 

 

Table 6.4: Error statistics computed between measurements and simulated soil 

moisture produced by three Noah numerical experiments for the period between 

8 June 2010 and 30 September 2010 

Exp

eri

men

t 

SM5 (m
3
 m

-3
) SM25 (m

3
 m

-3
) SM70 (m

3
 m

-3
) 

R
2
 ME 

RMS

E 
R

2
 ME 

RMS

E 
R

2
 ME 

RMS

E 

Ctrl 0.80 -0.046 0.07 0.77 -0.047 0.05 0.61 -0.018 0.03 

EX

P1 
0.81 0.021 0.06 0.76 0.019 0.03 0.84 -0.018 0.03 

EX

P2 
0.92 -0.028 0.04 0.94 -0.011 0.02 0.92 0.007 0.01 

 

Table 6.4 gives the error statistics (i.e., R
2
, ME and RMSE) between the 

measured and simulated soil moisture produced by the three experiments. The 

error statistics confirm improvement in the soil moisture simulation achieved by 

EXP1 and EXP2 model runs in comparison to Ctrl. The R
2
 calculated for the 

difference between the measurements and simulations increased on average for 

the three soil depths (0.05 m, 0.25 m and 0.70 m) from 0.73 for Ctrl, 0.8 for 

EXP1 to 0.93 for EXP2. This clearly highlights that the EXP2 simulations are 
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superior in capturing the soil moisture dynamics. This is further supported by 

reductions in the ME by about 39, 77 and 61 % and RMSE by 49, 70 and 56 % 

in comparison to the Ctrl error statistics for the three soil depths, respectively. 

6.5 Discussion 

6.5.1 Impact on surface energy budget simulations 

Soil moisture plays an important role in the energy balance by controlling 

the partition of the surface energy budget into the sensible heat flux (H) and the 

latent heat flux (LE). Below critical soil moisture levels, evaporation is 

suboptimal and the radiation excess is converted into heat. Soil moisture also 

affects the soil heat conductivity and the soil heat capacity that influences the 

transport of heat into the soil (G0). The accuracy of the simulated soil moisture 

will, therefore, have inevitably an impact on the simulations of the heat fluxes 

and soil temperatures. 
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Figure 6.4: Partitioning of the surface energy budget into latent (LE), sensible 

(H) and ground (G0) heat fluxes produced by three Noah numerical experiments 

(Ctrl, EXP1 and EXP2) presented as a ratio of the net radiation (Rn) 

accumulated for the study period from 8 June 2010 to 30 September 2010. 

 

Figure 6.4 shows the partitioning of the surface energy budget into LE, H 

and G0 produced by the three Noah runs (Ctrl, EXP1 and EXP2) presented as a 

ratio of the net radiation (Rn), whereby the heat fluxes are accumulated over the 

entire study period. In general, LE is the dominant component of the surface 
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energy budget for the selected simulation period and little differences are noted 

in the energy partitioning between the three Noah runs. To support the analysis 

Figure 6.5 shows the mean diurnal cycle of the measured and simulated sensible 

and latent heat fluxes for the months June, July, August and September, which 

confirms the little impact of the soil water flow physics on the simulated surface 

heat flux. The reason for this is that the LE in the selected study area is 

primarily driven by the available energy during the wet monsoon season. Hence, 

all three numerical experiments generate soil moisture profiles that sustains the 

production of non-water limited LE, while they do perform significantly 

different in redistributing the total transpiration and soil water extraction across 

the soil profile (see Figure 6.3). Nevertheless, it is noted that the measured H is 

overestimated by about 20 up to 40 W m
-2

 during midday for each of the three 

Noah runs, whereas fairly small systematic differences are observed between 

the simulated and measured LE. 

Table 6.5 gives the error statistics (i.e., RMSE and ME) computed between 

the measured and simulated heat fluxes (e.g., LE and H) and soil temperature 

(e.g., surface and 25 cm) for the study period at a 30-min time step. Overall, the 

statistics indicate that the heat fluxes produced with Noah are reasonable (also 

shown in Figure 6.5) with RMSE values for the LE on the order of 30 W m
-2

, 

and also confirm the small differences among the three numerical experiments. 

It should, however, be noted that Noah somewhat overestimates heat fluxes and 

soil temperature, which can be associated with the energy closure problem of 

EC observations as described in Zheng et al. (2014). Moreover, the RMSE 

computed for the heat fluxes (i.e., H and LE) increased upon implementation of 

each set of augmentations, from Ctrl, EXP1 to EXP2, because less LE is 

produced, and more H and G0 (see Figure 6.4). This can be attributed to the 

definitions of wilting soil moisture (θw) and critical soil moisture (θc) as well as 

the vegetation parameters that control the soil water stress imposed on the soil 

evaporation and vegetation transpiration within Noah. Indeed, van der Velde et 

al. (2009) have shown that through modification of the vegetation 

parameterization large improvements can be obtained in the simulation of the 

heat fluxes and particularly the LE. However, further work is needed to assess 

the suitability of Noah‘s LE parameterization for the Tibetan Plateau 

ecosystems. 
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Figure 6.5: Average diurnal cycles for the months June, July, August and 

September of the measured and simulated (a) latent heat flux and (b) sensible 

heat flux produced by three Noah numerical experiments. 

 

Table 6.5: Error statistics computed between measurements and simulations of 

the latent (LE) and sensible (H) heat fluxes as well as surface (Tsfc) and 25-cm 

soil (Ts25cm) temperature for three Noah numerical experiments for the period 

between 8 June 2010 and 30 September 2010 

Numerical 

Experiment 

H (W m
-2

) LE (W m
-2

) Tsfc (K) Ts25cm (K) 

RMSE ME RMSE ME 
RM

SE 
ME 

RM

SE 
ME 

Ctrl 17.48 6.84 31.06 0.65 2.56 1.20 1.03 0.86 

EXP1 18.29 7.70 30.96 0.04 2.62 1.20 1.11 0.92 

EXP2 19.86 9.15 31.45 -1.11 2.70 1.20 1.01 0.86 
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6.5.2 Impact on surface water budget simulations 

Apart from its influence on the surface energy balance, soil moisture has also 

an effect on the simulated water budget by i) determining the rainfall-runoff 

response through partitioning of precipitation into surface runoff (Rs) and 

infiltration, ii) defining the drainage (Rb) through the soil column towards 

deeper layers, and iii) limiting the actual evapotranspiration (ETa) in case of soil 

water stress (see also the previous section). The impact of the augmentations 

made to the Noah model structure on the simulated water budget is illustrated 

by Figure 6.6, in which the ratios of the different water budget components are 

shown. These ratios are calculated by dividing the total simulated ETa, Rs, Rb 

and change in soil water storage (ΔWs) by the total rainfall measured from 8 

June to 30 September 2010. 
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Figure 6.6: Comparison of the ratios of different water budget components 

produced by three Noah numerical experiments (Ctrl, EXP1 and EXP2) 

presented as a ratio of the rainfall accumulated for the study period from 8 June 

2010 to 30 September 2010. 

 

Figure 6.6 shows in analogy with the simulated surface energy budgets 

(Figure 6.4) that all three Noah runs produce comparable water budgets, and 

that the ET is the dominant contribution. In comparison with the Crtl run, Noah 

partitions with the EXP2 setup less solar energy into ETa (or LE). This leads to 

less water being extracted from the soil for evapotranspiration (i.e., lower ratio 

of ETa), which explains the higher ΔWs ratio for EXP1 and EXP2 to lesser 
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extent. Further, the implementation of the exponentially decaying of Ks with 

depth (i.e., EXP1 and EXP2) reduces the drainage component. Also, the Rs is 

lower for EXP1 and EXP2, which can be attributed to the consideration of 

organic matter that increases the water holding capacity of the soil. In summary, 

the modifications made to the Noah model structure lead to more water retained 

in the soil column at the expense of the other water balance components (e.g., 

ETa, Rs and Rb). 

6.6 Conclusions 

This study investigates the ability of the Noah land surface model (LSM) to 

simulate the soil water flow in the high altitude Source Region of the Yellow 

River (SRYR) through comparison with soil moisture profiles measured during 

the monsoon season. Noah with its default model structure underestimates the 

soil moisture content of the top layer under wet conditions and overestimates it 

during dry-down episodes, whereas the moisture contents in the deeper soil 

layers are systematically underestimated. Three augmentations to the model 

physics are investigated to remediate these deficiencies: i) the impact of organic 

matter is considered on the soil water retention curve via the additivity 

hypothesis, ii) the saturated hydraulic conductivity (Ks) is implemented as an 

exponentially decaying function with soil depth, and iii) the vertical root 

distribution is modified to better represent the Tibetan alpine grassland 

conditions characterized by an abundance of roots in the top soil layer. Further, 

the diffusivity form of Richards‘ equation is revised to allow for the simulation 

of the soil water flow across soil layers with different hydraulic properties. 

The modified hydraulic parameterization is compared against laboratory 

measurements of the soil water retention curve and in-situ Ks measurements. It 

is shown that through consideration of organic matter within the class 

pedotransfer function (PTF) by Cosby et al. (1984), the default option in Noah, 

the root mean squared error (RMSE) computed between the estimated and 

measured porosity (θs) improved by more than 80 % from 0.148 to 0.030 m
3
 m

-3
. 

This leads to similar improvements in the estimated soil water retention curves 

of the organic and silt loam soils in the SRYR, whereas a slightly reduced 

performance is noted for the sandy loam soils. The latter is attributed to the fact 

that the sandy loam soils have little organic matter contents and, thus, usage 

within the parameterization primarily adds uncertainty to the estimates. The Ks 

measurements taken in-situ at various soil depths show a decrease by as much 

as two orders of magnitude across a soil depth from 0.15 to 0.6 m, which is 



Chapter 6 

107 

described best with the exponential function combined with the Kozeny-

Carman equation. 

Three numerical experiments are designed to assess the impact of the 

augmentations: i) a control run with the default model structure (Ctrl), ii) a 

Noah run with the modified soil hydraulic parameterization (EXP1), and iii) a 

Noah run with the modified soil hydraulic parameterization and vertical root 

distribution (EXP2). Through implementation of the modified hydraulic 

parameterization alone (EXP1) the soil moisture underestimation in the upper 

soil layer under wet conditions is resolved, whereas the overestimation during 

dry-downs remains. This somewhat improves the simulations for the deeper soil 

layers but not to its full extent. By including the modified root distribution in 

the soil profile also the soil moisture dynamics of the upper layer under dry 

conditions are better captured and the simulations of the deeper layers match 

better with the measurements as well. This leads to a reduction in the RMSE 

computed between the simulated and measured soil moisture by about 49, 70 

and 56 % for the upper three layers. 

The impact of the improved soil moisture simulations on the calculated 

surface energy and water budgets is assessed, and shows that Noah retains more 

water in the soil column with the augmentations causing a decrease in the other 

water balance components. On the other hand, the surface heat flux simulation 

is hardly affected. This is attributed to the fact that LE in the selected study area 

and period is primarily constrained by the energy rather than the available soil 

water. 

This study shows through comprehensive measurements performed in the 

laboratory and field that significant improvements can be achieved in the soil 

water flow simulation by the Noah LSM for a Tibetan Plateau site through a 

better representation of the hydraulic parameters and the root distribution across 

the soil profile. This further confirms the necessity to incorporate the impact of 

vertical soil heterogeneity caused by organic matter and root systems into state-

of-the-art LSMs for their application to the Tibetan Plateau (Y. Chen et al. 2013; 

Xue et al. 2013; Yang et al. 2005). This study can also be seen as an attempt to 

investigate the transferability of LSM parameterizations developed for the Polar 

and Boreal organic soils (Lawrence and Slater 2008; Letts et al. 2000) to the 

Third Pole Environment (i.e., Tibetan Plateau). Additional work is, however, 

needed to extend the findings of this study to large spatial domains. The soil 

property datasets (e.g., soil particle size distribution, soil organic carbon) 

recently developed for China as well as the globe (Shangguan et al. 2012; 2014; 

2013) can, for instance, be utilized for such application. 
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Chapter 7 Impact of model physics on 
catchment scale runoff simulation* 
 

7.1 Introduction 

The Asian water towers, originating from the Himalayas and adjacent 

Tibetan Plateau, are threatened by a projected decline in the water availability 

as a result of climate change (Immerzeel et al. 2010). Many previous studies 

(e.g., Gao et al. 2012; Immerzeel et al. 2010; Lutz et al. 2014) have used 

hydrological models for quantifying the water fluxes and the projection of the 

water availability across the Tibetan Plateau. A substantial part of the Plateau is, 

however, underlain with permafrost and/or subject to seasonally frozen ground, 

which makes the freeze-thaw process as one of the key components for 

understanding the surface hydrology of this region. The presence of ice 

dramatically changes the soil hydraulic and thermal properties (Farouki 1986; 

Zhang et al. 2008; 2010) that, in turn, affects the water and heat fluxes 

(Gouttevin et al. 2012; Li et al. 2010; Viterbo et al. 1999). While hydrological 

models constrain the hydraulic conductivity of frozen ground, the implication of 

phase transition on the energy budget is typically neglected. Likewise, various 

warm season ‗soil‘ and ‗above ground‘ heat transfer processes are not included 

in the structure of hydrological models. Such incomplete treatment of both cold 

and warm season energy processes forms a source of uncertainty (Luo et al. 

2003) that may particularly be important for high-altitude regions, such as the 

Tibetan Plateau. 

The land surface modeling community, on the other hand, has made 

significant progress in developing model physics for the effects of the freeze-

thaw process on water and energy budgets (Cherkauer and Lettenmaier 1999; 

Dankers et al. 2011; Ek et al. 2003; Niu and Yang 2006), leading to increased 

interests for using land surface models (LSMs) for runoff or streamflow 

modeling across domains with the frozen ground (Finney et al. 2012; Livneh et 

al. 2011; Slater et al. 2007; Y. Zhang et al. 2013). For instance, L. Zhang et al. 

(2013) and Xue et al. (2013) have recently applied LSMs for modeling the 

runoff regime of the Tibetan Plateau. However, key findings on understanding 

                                                           
*
This chapter is based on the manuscript: Zheng, D., R. van der Velde, Z. Su, J. Wen, 

X. Wang, M. J. Booij, A. Y. Hoekstra, S. Lv and Y. Zhang, 2015: Impacts of Noah 

model physics on vertical heat and water exchanges and regional runoff simulations. In 

revision for Journal of Geophysical Research: Atmospheres. 
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the prevailing hydro-meteorological processes in this high-altitude alpine region 

(e.g., Chen et al. 2011; K. Yang et al. 2009; Yang et al. 2005; Zheng et al. 2014) 

have not been thoroughly investigated. 

The understanding of the hydro-meteorological processes on the Tibetan 

Plateau has greatly advanced due to the development of data sets collected as 

part of the various field campaigns and monitoring networks since 1998 (e.g., 

Koike 2004; 1999; Y. Ma et al. 2008; Su et al. 2011; Yang et al. 2013). Among 

the key findings are i) the diurnally varying roughness length for heat transfer 

(z0h) as an imperative for reliable surface temperature and turbulent heat 

simulation (Chen et al. 2011; Zeng et al. 2012; Zheng et al. 2014), and ii) the 

necessity of vertical soil heterogeneity caused by organic matter and root 

systems for accurate soil water and heat flow calculations (Y. Chen et al. 2013; 

Yang et al. 2005). Above results are included into the Noah LSM as done in 

Chapters 5 and 6 of this thesis, and it‘s demonstrated that the augmentations 

improve the simulation of the vertical processes through comparisons with 

measurements performed at a hydro-meteorological station on the Tibetan 

Plateau. 

This study further investigates the impact of the improved representation of 

the vertical processes within the Noah LSM on the runoff regime produced at 

catchment scale. For this investigation, the source region of the Yellow River 

(SRYR) in the northeastern part of the Tibetan Plateau and the study period 

2001-2010 are selected. Apart from the default Noah LSM, four additional 

model runs are performed with augmentations to the i) soil and turbulent heat, ii) 

soil water and iii) frozen soil processes separately as well as combined. The 

high resolution (0.1 
o
) dataset by Chen et al. (2011) developed specifically for 

China is utilized as atmospheric forcing. Performance of the Noah simulations 

is assessed at point-scale using in-situ soil moisture and temperature 

measurements, and for the model domain using Yellow River discharge 

measurements. In addition, the spatial distributions of the runoff production 

mechanisms are quantified across the SRYR for each set of model physics. 

This Chapter is outlined as follows: Section 7.2 introduces the Noah model 

physics and the augmentations. Section 7.3 describes the study area and in-situ 

measurements, and a description of the experimental design and datasets 

utilized for the model setup is provided as well. Section 7.4 and Section 7.5 

present respectively the point scale and catchment scale assessment of the 

model performance in simulating soil states (i.e., moisture and temperature) and 

discharge. The sensitivity of the simulated runoff production for the impeding 



Chapter 7 

111 

effect of frozen ground is also investigated in Section 7.5. Further Section 7.6 

concludes with a summary of the findings in this study. 

7.2 Noah model physics 

Detailed descriptions of the default Noah model physics are given in Chapter 

3 of this thesis, whereas the augmentations selected for this investigation are 

described below. 

7.2.1 Noah-H 

Overestimation of the turbulent heat fluxes and underestimation of skin and 

soil temperatures by Noah have been widely reported (Chen et al. 2011; Niu et 

al. 2011; Rosero et al. 2010; van der Velde et al. 2009; Zeng et al. 2012; Zheng 

et al. 2014). Four augmentations are proposed in Chapter 5 of this thesis to 

mitigate these deficiencies, which are hereafter referred to as ‗Noah-H‘. 

Firstly, the muting effect of vegetation, modeled as an exponential decay as 

function of the green vegetation fraction (GVF) and an empirical muting factor 

(βveg=2.0), on the soil heat conductivity defining the heat transport from the first 

layer towards the second layer (κh1) is removed. Secondly, the exponential 

decay factor (βveg) imposed on the surface heat conductivity defining the heat 

transport from the surface to the first soil layer (κh0) is calculated using the ratio 

of the leaf area index (LAI) over the GVF (i.e., βveg=0.5LAI/GVF) for unstable 

atmospheric conditions. Thirdly, Zilitinkevich‘s empirical coefficient (Czil=0.1) 

for the turbulent heat transport is computed as a function of the roughness 

length for momentum transfer (Czil=10
-0.4z0m/0.07

) given in Chen and Zhang (2009) 

and Zheng et al. (2014). Fourthly, the impact of organic matter is considered in 

the parameterization of the thermal heat capacity according to the method 

proposed by de Vries (1963), while the parameterization of thermal heat 

conductivity (Johansen 1975; Peters-Lidard et al. 1998) is modified to 

incorporate the organic matter effect on dry thermal heat conductivity via bulk 

density and saturated heat conductivity via the geometric mean of the heat 

conductivities of the materials present within the soil matrix including organic 

matter. 

7.2.2 Noah-W 

Recently, Y. Chen et al. (2013), Su et al. (2013) and Xue et al. (2013) have 

reported on the inability of the state-of-the-art LSMs to reproduce the soil 

moisture profiles measured across the Tibetan Plateau. This is attributed to the 

absence of vertical soil heterogeneity within the model structures that is present 
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within Tibetan ecosystems due to the abundance of plant roots and organic 

matter in the top soil. Four augmentations are proposed in Chapter 6 of this 

thesis to include the vertical soil heterogeneity into the Noah LSM, which is 

hereafter referred to as Noah-W. 

Firstly, the effect of organic matter on the soil hydraulic properties is 

considered via the additivity hypothesis, which estimates the hydraulic 

parameters as a weighted combination of the mineral and organic fractions 

(Lawrence and Slater 2008; Zeiliguer et al. 2000). Secondly, a function is 

implemented that decays the saturated hydraulic conductivity (Ks) exponentially 

with soil depth (Beven 1982), whereby the Ks at the reference depth (e.g., 

surface) is estimated by the Kozeny-Carman equation using the porosity and 

slope of the water retention curve (Ahuja et al. 1984; Saxton and Rawls 2006). 

Thirdly, the vertically uniform root distribution is replaced with an asymptotic 

function (Jackson et al. 1996; Y. Yang et al. 2009a) to better represent the 

abundance of roots in the topsoil of Tibetan ecosystems. Fourthly, the 

diffusivity form of Richards‘ equation is revised to allow soil water flow 

simulation across layers with different hydraulic properties (Hills et al. 1989). 

7.2.3 Noah-F 

Niu et al. (2011) recently pointed out that the Noah simulated impediment of 

frozen ground for infiltration is too strong, which causes too much surface 

runoff. Similarly, Slater et al. (2007) concluded that LSMs need to allow more 

infiltration under frozen ground conditions to adequately simulate the 

hydrographs of Arctic rivers. Noah approximates by default the fraction of 

impermeable ground under frozen conditions as a gamma distribution function 

applied to the total ice content present within the entire 2 m soil column (see eqs. 

(3.51)-(3.53)). It should, however, be noted that the datasets employed for the 

development of this approach originates from several Russian river basins and 

only extends to depths of 0.8 m (see Figure 4 in Koren et al. (1999)). Other 

LSMs (e.g., Balsamo et al. 2009; Cherkauer and Lettenmaier 1999) also utilize 

the soil ice and water contents of the first 0.5-0.6 m to estimate the fraction of 

impermeable area (fimp). Moreover, Wang et al. (2009) have shown that the 

critical depth over which the active soil thawing affects surface runoff is around 

60 cm for a Tibetan permafrost watershed. Therefore, it sounds more 

appropriate to use a shallower layer thickness within Noah for determining fimp. 

Since the upper two layers represent only a 0.4 m soil depth, this study has 

chosen to take the upper three layers, extending up to 1.0 m, as the active 

thawing region. 
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In addition, the parameterization proposed by Niu and Yang (2006) is 

adopted for calculating the soil hydraulic conductivity (K) and soil water 

diffusivity (D). This formulation computes the transport coefficients as function 

of the total soil water content reduced by impermeable fraction of each layer, as 

follows, 

 
2 3

(1 )
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frz s sK f K  


 
                               (7.1) 
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                               (7.2) 
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where K is the hydraulic conductivity (m s
-1

), D is the soil water diffusivity 

(m
2
 s

-1
), θ is the total soil water content (m

3
 m

-3
), θice is the soil ice content (m

3
 

m
-3

), b is an empirical parameter (-) related to the pore-size distribution, ffrz is 

the impermeable fraction, a is an adjustable scale-dependent parameter taken as 

4.0 as suggested by Niu et al. (2011), and the subscript ‗s‘ stands for the 

respective quantity under saturated soil conditions. Niu et al. (2011) recommend 

the above parameterization (eqs. (7.1)-(7.3)) over the default (eqs. (3.47)-(3.49)) 

to allow more transport of water when ice is present in the soil column. 

7.3 Measurements and model implementation 

A detailed description of the SRYR, the monthly streamflow measurement 

and the Maqu observational dataset utilized for this investigation is available in 

Chapter 2 of this thesis. The monthly streamflow data from the catchment outlet 

(i.e., Tangnag station) are available for the period of 2002-2009, and these will 

be utilized to investigate the performance of Noah LSM in simulating runoff at 

catchment scale. The Maqu dataset from both the micro-meteorological 

observing system and soil moisture and soil temperature (SMST) monitoring 

network are available from November 2009 to December 2010 except the 

precipitation data which only cover the period June-September 2010. Because 

of this, the daily precipitation measurements from the CMA (China 

Meteorological Administration) station located in the Maqu city, 10 km from 

the station, are utilized. Four SMST sites (CST01 and NST01/02/14, see Figure 

2.1 of Chapter 2) of the regional scale network located in the vicinity of the 

micro-meteorological station (radius < 5 km) are used for validation of the 

Noah simulations at point scale. In the text below, the atmospheric forcing, the 

vegetation and soil parameterization adopted for the model setup as well as the 

design of numerical experiments are briefly introduced. 
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7.3.1 Atmospheric forcing 

The atmospheric forcing data utilized for the Noah model runs are provided 

by the hydro-meteorological research group of the Institute of Tibetan Plateau 

Research, Chinese Academy of Sciences (hereafter ITPCAS), which were 

produced by merging a variety of data sources (Chen et al. 2011), e.g., CMA 

measurements, Global Land Data Assimilation Systems (GLDAS) forcing 

dataset (Rodell et al. 2004), Tropical Rainfall Measuring Mission (TRMM) 

satellite observed precipitation (Huffman et al. 2007) and GEWEX-SRB 

(Global Energy and Water Exchanges/Surface Radiation Budget) radiation 

(Yang et al. 2010). The ITPCAS dataset has a spatial resolution of 0.1
o
, a 

temporal resolution of 3h and includes seven forcing variables, i.e., 2 m air 

temperature (Ta), 10 m wind speed, air pressure, specific humidity, accumulated 

precipitation (P), downward shortwave (S
↓
) and longwave (L

↓
) radiations. 

Additional information on the ITPCAS forcing product and access can be 

obtained from http://dam.itpcas.ac.cn/rs/?q=data. 
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Figure 7.1: Mean annual 3-hourly air temperature (a) and mean annual 

precipitation (b) for the SRYR derived from 0.1
o
 ITPCAS atmospheric forcing 

data covering the period of 2001-2010. 

http://dam.itpcas.ac.cn/rs/?q=data
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The time period under investigation is the episode 2001-2010, for which 

Figure 7.1 shows the spatially distributed mean annual 3-hourly Ta and mean 

annual P for the SRYR. The maps demonstrate that the spatial Ta distribution is 

in overall agreement with the topography (see Figure 2.1 of Chapter 2) with the 

lowest temperatures in the high altitude western part of the study area and the 

highest temperature in regions with the lowest elevation. A similar pattern is 

noted in the spatial precipitation field with, as expected, the largest rainfall 

amounts in the humid and low altitude southeast. The reliability of the ITPCAS 

forcing data for the Tibetan Plateau was previously confirmed (Chen et al. 2011; 

Guo and Wang 2013; Xue et al. 2013) and will be further investigated in 

Section 7.4 through comparisons to measurements collected at the Maqu station. 

7.3.2 Vegetation and soil parameters 

The vegetation and soil parameter data sets used in this study are mainly 

from the Weather Research and Forecasting (WRF) model input dataset 

(http://www2.mmm.ucar.edu/wrf/users/download/get_sources_wps_geog.html) 

and reprocessed using the WRF preprocessing system. Specifically, the 20-

category land-use data map derived from the Moderate Resolution Imaging 

Spectroradiometer (MODIS) satellite observations and the hybrid 

STATSGO/FAO soil texture map are selected for assigning the vegetation and 

soil type to each grid cell. The green vegetation fraction (GVF) and leaf area 

index (LAI) are both obtained from the monthly MODIS climatology. Soil 

hydraulic and vegetation parameters are specified for each vegetation and soil 

type by means of Noah‘s default look-up tables (see Chapter 3) with the 

exception of momentum roughness lengths (z0m) for grassland and bare ground, 

which are set at 0.035 and 0.011 m respectively following Zheng et al. (2014). 

Further, the organic matter content for the updated soil thermal and 

hydraulic parameterizations (Sections 7.2.1 and 7.2.2) are taken from the China 

Soil Database developed by the  land-atmosphere interaction research group at 

Beijing Normal University (http://globalchange.bnu.edu.cn/research/soil2; 

Shangguan et al. 2013). The organic matter contents available for eight soil 

layers are linearly interpolated to match with the four layers of the Noah model 

structure according to Xia et al. (2014). Moreover, the Sapric peat 

parameterization reported by Letts et al. (2000) is adopted to represent the 

hydraulic properties for pure organic matter. 

http://www2.mmm.ucar.edu/wrf/users/download/get_sources_wps_geog.html
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7.3.3 Experimental design 

Five experiments are designed to assess the impact of the augmentations to 

the default Noah LSM described in Section 7.2. The Noah LSM is firstly run 

with its default model physics described in Chapter 3 of this thesis (hereafter 

Noah). Secondly, three Noah runs are performed by implementing each set of 

augmentations described in Section 7.2 respectively. As such, the Noah model 

is run with augmentations to the model physics of the i) turbulent and soil heat 

flux processes (Section 7.2.1, hereafter Noah-H), ii) soil water flow processes 

(Section 7.2.2, hereafter Noah-W), and iii) runoff production under frozen 

ground conditions (Section 7.2.3, hereafter Noah-F). Lastly, all three sets of 

augmentations are combined to form the fifth experiment (hereafter Noah-A). 

This study presently employs Noah LSM version 3.4.1 available as part of 

the HRLDAS (High Resolution Land Data Assimilation System).The codes are 

modified to make use of the ITPCAS forcing dataset (Section 7.3.1) and organic 

matter content derived from the China Soil Database (Section 7.3.2), as well as 

to accommodate the augmentations described in Section 7.2. All the 

experiments are initialized with the same arbitrary hydrologic and thermal states 

taken constant across the model domain. For instance, the surface and soil 

temperatures are set to 278.5, 284, 284.5, 282.5 and 280.5 K respectively from 

the surface to the bottom layer, and the soil moisture is initialized as 70 % of the 

porosity. The annual 3-hourly mean Ta from the ITPCAS forcing (Figure 7.1a) 

is used as the fixed bottom (8 m) boundary for soil temperature computation. 

The model time step is 30 min, and the 3h ITPCAS forcing is interpolated to the 

model time step automatically using the HRLDAS functionality. A single-year 

recurrent spin-up during the period between 1
st
 of July 2001 and 30

th
 of June 

2002 is carried out for each experiment to achieve the equilibrium model states. 

The choice of July for the start of the spin-up is based on the suggestions by 

Shrestha and Houser (2010) and Lim et al. (2012) that the equilibrium states are 

more quickly achieved with the spin-up run started in the summer monsoon 

months. A single continuous 8.5 yr simulation during the period between 1
st
 of 

July 2002 and 31
st
 of December 2010 is conducted for each experiment. 

Point (or grid) scale validation is performed through comparison of the Noah 

simulations with the measurements of soil moisture and temperature profiles as 

well as latent heat flux (LE) from Maqu station available for the period 

November 2009 to December 2010. The soil moisture and soil temperature 

measurements collected at the four SMST sites (i.e., CST01 and NST01/02/14) 

are averaged for each soil depth (e.g., 0.05, 0.10, 0.20, 0.40 and 0.80 m), and 

subsequently interpolated to the mid-points of the upper three model layers (i.e., 
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0.05, 0.25 and 0.70 m) for the analysis. Streamflow data from the catchment 

outlet (i.e., Tangnag station) integrating spatial information across the entire 

SRYR are used for the regional scale assessment for the period July 2002 to 

December 2009. Monthly streamflow (m
3
) observations are converted to the 

areally averaged runoff depth (mm) by dividing by the area of the SRYR (km
2
). 

Surface runoff (Rs) and base flow (or drainage, Rb) simulated by each Noah 

model run are accumulated over the individual model grid except for the lakes 

and glaciers in the SRYR, and accumulated for each month to produce the 

monthly areally averaged total runoff by dividing by the number of accumulated 

model grids. River routing is not applied to the Noah output, also since 

averaging at the monthly scale will largely eliminate the differences between 

the computed runoff and the time-delay implicitly incorporated in instantaneous 

observed runoff (Cai et al. 2014; Pitman et al. 1999). 

7.4 Point-scale assessment 
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Figure 7.2: Comparisons of in-situ measured and ITPCAS atmospheric forcing 

data for the period November 2009 - December 2010: (a) monthly averaged 

downward shortwave radiation and (b) monthly accumulated precipitation. 

 

Figure 7.2 shows the monthly average of the downward shortwave radiation 

(S
↓
) and monthly precipitation (P) sums computed from the Maqu 

measurements and ITPCAS forcing (Section 7.3) for the period between 

November 2009 and December 2010. The error statistics computed between the 

measurements and the ITPCAS forcing are shown in the Figure as well, i.e., the 

coefficient of determination (R
2
), mean error (ME) and root mean squared error 

(RMSE). The agreement noted between the measurements and the ITPCAS 

forcing supported by the error statistics, e.g., R
2
 of 0.97 and 0.96, RMSE of 
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12.77 W m
-2

 and 10.33 mm month
-1

 for S
↓ 

and P respectively, confirms the 

reliability and suitability of the ITPCAS forcing for this study. 

Figure 7.3 shows the monthly average of the measured and simulated latent 

heat flux (LE), soil temperature (Ts) and liquid soil moisture (θliq) profiles 

produced by the five Noah experiments (Section 7.3.3), and Table 7.1 lists the 

respective RMSEs. With its default model physics, Noah overestimates the LE 

(Figure 7.3a) and underestimates the Ts profile measurements (Figures 7.3b and 

7.3c) during the summer monsoon season between June and October, and the 

θliq profile measurements are consistently underestimated across the whole year 

(Figures 7.3d and 7.3e). After implementing the augmentations made to the 

model physics associated with the turbulent and soil heat transport (Section 

7.2.1), the overestimation of LE and underestimation of Ts are greatly resolved 

as can be deduced from the Noah-H results. This reduces in comparison to the 

default Noah model the RMSE computed between the measured and simulated 

LE and Ts for depths of 5 cm and 25 cm by about 24, 6, and 36 %, respectively. 

Also, an improvement is noted in θliq simulations as a result of selected 

augmentations. Notably, the θliq underestimation by the default Noah model is 

significantly ameliorated through implementation of the modified soil hydraulic 

parameterization with consideration of the organic matter effect and asymptotic 

vertical root distribution (Section 7.2.2) as applied in the Noah-W run. This 

leads to a reduction in the RMSE computed between the simulated and 

measured θliq by about 39 and 54 % for the upper two soil layers. On the other 

hand, it results in a somewhat degraded model performance with respect to the 

LE and Ts simulation. Noah-F produces a slight improvement in the surface soil 

moisture simulation through allowing a larger liquid water movement into the 

frozen front during the cold season at the cost of degraded soil moisture 

simulation for the lower layer in comparison to the default Noah model. 

Noticeable improvements are found in simulation of LE, Ts as well as θliq by 

including all augmentations described in Section 7.2 in the Noah model physics 

(i.e., Noah-A model run). In this case the RMSEs computed between the 

measurements and simulations reduced by about 15, 11, 44, 60, 55 % for LE, Ts5, 

Ts25, θliq5, and θliq25 respectively in comparison to the default Noah model run. 

This demonstrates the necessity to include complete and robust descriptions of 

both surface energy and water budget processes in model physics for reliable 

simulations of heat and mass exchanges at the SRYR land-atmosphere interface. 
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Figure 7.3: Comparisons of measured and simulated monthly averaged (a) latent 

heat flux, soil temperature at depths of (b) 5 cm and (c) 25 cm, as well as liquid 

soil moisture at depths of (d) 5 cm and (e) 25 cm produced using five numerical 

experiments for the period November 2009 - December 2010. 
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Table 7.1: Root mean square error (RMSE) computed between the measured 

and simulated latent heat flux (LE), soil temperature (Ts) and liquid soil 

moisture (θliq) at depths of 5 cm and 25 cm produced by five numerical 

experiments for the period from November 2009 to December 2010 

RMSE LE (W m
-2

) Ts5 (K) Ts25 (K) θliq5 (m
3
 m

-3
) θliq25 (m

3
 m

-3
) 

Noah 11.66 2.05 2.56 0.090 0.084 

Noah-H 8.82 1.93 1.63 0.074 0.072 

Noah-W 12.52 2.10 2.91 0.055 0.039 

Noah-F 11.76 2.06 2.69 0.083 0.099 

Noah-A 9.97 1.83 1.44 0.036 0.038 

 

7.5 Catchment-scale assessment 

7.5.1 Areal average 

Figure 7.4 shows the monthly accumulated areally averaged measured and 

simulated total runoff depth (R) produced by the five Noah experiments 

(Section 7.3.3) for the period July 2002 - December 2009, whereby the 

measurements, Noah, Noah-H and Noah-W are presented in the upper panel, 

and the measurements, Noah, Noah-F and Noah-A in the lower panel. In 

addition, the monthly R averaged for the 7.5 year period is shown for both 

measurements and simulations. Table 7.2 provides the respective error statistics, 

i.e., R
2
, ME, RMSE and Nash-Sutcliffe efficiency (NSE). Noah with its default 

model physics is able to capture the observed monthly R dynamics reasonably 

well, which is also supported by R
2
 and NSE values larger than 0.80. 

Underestimations of the observed R are, however, noted during the summer 

season from July till October and the cold season from January till March. 
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Figure 7.4: Comparisons of measured and simulated (left panel) monthly 

accumulated and (right) multi-year monthly averaged total runoff (R) produced 

using five numerical experiments for the period July 2002 - December 2009. 

 

Table 7.2: Coefficient of determination (R
2
), mean error (ME), root mean 

square error (RMSE) and Nash-Sutcliffe efficiency (NSE) computed between 

the measured and simulated total runoff produced by all the numerical 

experiments for the period from July 2002 to December 2009 

Experiments R
2
 ME (mm) RMSE (mm) NSE 

Noah 0.825 -1.43 4.44 0.80 

Noah-H 0.900 2.59 6.33 0.59 

Noah-W 0.381 -0.96 9.88 -0.01 

Noah-F 0.868 -4.83 6.11 0.61 

Noah-A 0.882 1.08 3.62 0.86 

EXPS1 0.894 0.92 3.55 0.87 

EXPS2 0.894 0.91 3.54 0.87 
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Although Noah-H greatly improves the simulation of the turbulent and soil 

heat transport (Section 7.4), it largely overestimates the R observed in the period 

from July to November (> 6 mm on the average) and yields the poor error 

statistics in terms of ME, RMSE and NSE. Noah-H does, however, produce R 

that agrees well with the measurements made in the transition season (i.e., May 

and June) as well as better estimate of R
2
. Likewise the improved soil moisture 

profile simulation achieved with Noah-W (Section 7.4) does not automatically 

implicate that its R simulations agree well with the measurements. In fact, the 

plots as well as the error statistics suggest that Noah-W represents the worst 

performance in simulating R. In particular, the simulated R peaks early 

significantly overestimating the measurements between May and July (> 10 mm 

on the average), while significant underestimations of measured R are found for 

September and October. Also, the performance of Noah-F in simulating the 

hydrograph is poorer than the default model with year-round underestimations 

of the monthly measured R. 

Only when all augmentations are implemented, viz. Noah-A, an improved 

performance in simulating R is achieved with respect to the default model. The 

underestimations of the monthly R across the summer and cold season is largely 

resolved by including the augmentations for heat, soil water as well as frozen 

ground processes. Hence, the error statistics improve by about 7, 24, 19 and 8 % 

for R
2
, ME, RMSE and NSE with respect to the Noah experiment. As such, 

these results eloquently confirm the findings of Section 7.4 at catchment-scale 

via runoff on the need for including complete descriptions of surface energy and 

water budget processes in model physics. 
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Figure 7.5: Monthly averaged measured runoff (R_obs), simulated total runoff 

(R_sim), surface runoff (Rs) and baseflow (Rb) produced using (a) Noah, (b) 

Noah-H, (c) Noah-W, (d) Noah-F and (e) Noah-A numerical experiments for 

the period July 2002 - December 2009. 
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Figure 7.6: Comparisons of the simulated monthly averaged (a) snowmelt, (b) 

fraction of impermeable frozen area, (c) liquid and (d) total soil moisture at 

depth of 150 cm produced by five numerical experiments for the period July 

2002 - December 2009. 

 

In support of further analysis, Figure 7.5 presents the monthly averaged total 

runoff (R), surface runoff (Rs) and base flow (Rb) for each experiment. 

Additionally, Figure 7.6 shows the precipitation (P), snowmelt, fraction of 

impermeable frozen area (fimp), liquid (θliq150) and total (θ150) soil moisture at the 

bottom soil layer (e.g., 150 cm). First of all, it can be noted that all experiments 

produce comparable snowmelt as seen in Figure 7.6a. Noah with its default 

model physics produces fimp values varying from 0.18 to 0.27 in the first half 

year (Figure 7.6b). Precipitation and/or snowmelt simulated for these 

impermeable frozen areas result in surface runoff. As the ice content, viz. θ150 

(Figure 7.6d) - θliq150 (Figure 7.6c), is substantial in the first half of the year the 

drainage or Rb remains low and Rs component dominates the total runoff 

simulated by Noah (Figure 7.5a). The impermeable frozen area (fimp) disappears 

gradually during the warm season (June-October) as the ice in the soil profile 
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thaws. More water can, therefore, infiltrate into the soil column increasing θliq150 

and the drainage from the soil bottom, which leads to the simulated total runoff 

being governed by Rb with peaks in October. At the onset of the cold season, 

e.g., October-December, the Rb and R decline due to the absence of precipitation 

in combination with an increase in the ice content in the bottom soil layer. 

Notably, the larger θ150 in comparison to θliq150 indicates that frozen conditions 

occur at least in portions of the study domain (i.e., permafrost vs. seasonally 

frozen ground). 

Since Noah-H produces generally warmer temperature profiles (Section 7.4), 

the onset of the thawing of ice within the soil profile is simulated earlier in the 

year. Therefore, the seasonal fimp decrease and θliq150 increase is already noted 

starting from March causing comparable a shift in the transition from Rs 

towards Rb dominated total runoff (Figure 7.5b). This leads to a good match 

with the measurements between May and June, but to considerable runoff 

overestimations for the monsoon months, e.g., July, August and September. A 

wetter soil moisture profile and larger ice content across the soil column is 

generated by Noah-W, which results in a large fimp (Figure 7.6b) and, thereby, a 

strongly Rs dominated total runoff (Figure 7.5c). This explains the early R peaks 

and wrong shape of the hydrograph. Noah-F, in contrast, produces the smallest 

fimp leading to more infiltration and a strongly Rb dominated total runoff (Figure 

7.5d) allowing for a large liquid water movement under frozen ground 

conditions as is consistent with the findings of Sato et al. (2008). 

Figure 7.4 and the error statistics in Table 7.2 demonstrated already that 

Noah captures the measured hydrograph best when all augmentations are 

implemented (Noah-A). With the set of model physics included in Noah-A, the 

ice content is simulated in such manner that fimp can be large in winter (> 0.3) 

and decreases sharply at the end of the cold season to approach zero in the 

warm season (June-October). As such, Noah-A enables the infiltration into and 

release from water into the soil column during summers and the retention of soil 

water during winters, whereby Rb is the main component year-round and plays 

thus an important role in the simulation of the hydrograph. This simulated 

runoff regime is in line with the recommendations done by Slater et al. (2007) 

for the simulation of the hydrographs of Artic rivers with LSMs. 
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7.5.2 Spatial variation 

 

Figure 7.7: Maps of annual mean total runoff across the SRYR produced by (a) 

Noah, (b) Noah-H, (c) Noah-W, (d) Noah-F and (e) Noah-A numerical 

experiments for the period July 2002 - December 2010. 

 

Figure 7.7 shows the spatial distribution of annual mean R over the SRYR 

produced by the five experiments during the period between July 2002 and 

December 2010. Four distinct regions of runoff production can be deduced from 

the R distribution produced by the Noah with default model physics (Figure 

7.7a), e.g., i) region A1 located at the western high altitude area (see Figure 2.1 

of Chapter 2), ii) region A2 located at the central Anyemqen Mountains, iii) 

region A3 located at the southwestern high altitude area near Jimai discharge 
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station, and iv) region A4 located near Maqu discharge station in the region 

with high precipitation (see Figure 7.1b). The other experiments produce a 

similar spatial R distribution as the default Noah model, which in general 

follows the spatial P distribution. Hence, the high precipitation regions form the 

source regions of runoff production, whereby the largest production simulated 

by each of the five experiments takes place between Jimai and Maqu discharge 

stations was previously reported in Zheng et al. (2007). 

For further analysis Figure 7.8 shows the annual mean Rs as fraction of R 

produced for the five experiments. In addition, Figure 7.9 presents the annual 

averaged fimp for the default Noah and Noah-A model. From the comparison of 

Figure 7.7 and 7.8 can be deduced that the runoff produced by the Noah with 

default model physics in regions A1 and A2 mainly consist of the Rs component, 

while Rb dominates the production in regions A3 and A4 due to a relatively 

small fimp (Figures 7.8a and 7.9a). The overall warmer temperature simulated by 

Noah-H leads to a smaller fimp (Figure 7.6b) and more water infiltrates into the 

soil column, which results in, a smaller contribution of Rs across the SRYR 

(Figure 7.8b). Since Noah-H simulates less evapotranspiration (ET, e.g., Figure 

7.3a) and less soil ice, more water is available (Figure 7.6c) for the drainage 

from the bottom of the soil column (or Rb) explaining for the larger runoff 

volume seen in the extended source regions A1-A4 (Figure 7.7b). The spatial 

distribution of Noah-W R production is similar to the default Noah (Figures 

7.7a and 7.7c), but is characterized by a larger fimp causing Rs to dominate the R 

production (Figures 7.8c). Conversely, Noah-F simulates less fimp and, therefore, 

the Rs contribution is small (Figure 7.8d), but generates more surface liquid soil 

moisture and ET during the cold dry season (Figures 7.3a and 7.3d) causing less 

water (Figure 7.6d) to be available for the runoff production via baseflow 

(Figure 7.7d). 

With implementation of all augmentations, Noah-A produces a similar 

spatial R distribution as Noah-H (Figures 7.7b and 7.7e), but smaller in 

magnitude. In general, the Rs as fraction of the total runoff is less than 0.4 

(Figure 7.8e) and, therefore, the simulated hydrograph is governed by the Rb as 

concluded above. Figure 7.9 illustrates that the difference in fimp simulated by 

the Noah-A and Noah models is responsible for the respective magnitudes of Rs 

and Rb as contributions to the total runoff production and overall performance. 

These results underline the need for a complete description of both cold and 

warm season hydro-meteorological processes for accurately simulating the 

impeding effect of frozen ground and the runoff production. 
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Figure 7.8: Maps of annual mean surface runoff as fraction of the total runoff 

for the SRYR produced by (a) Noah, (b) Noah-H, (c) Noah-W, (d) Noah-F and 

(e) Noah-A numerical experiments for the period July 2002 - December 2010. 
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Figure 7.9: Maps of annual averaged fraction of impermeable frozen area for 

the SRYR produced using (a) Noah and (b) Noah-A numerical experiments for 

the period July 2002 - December 2010. 

 

7.5.3 Sensitivity analysis 

The above results demonstrate that the fractional impermeable frozen area, 

fimp, plays a crucial role in simulating the runoff production for the SRYR. Noah-

A, in which fimp is calculated using the ice content in the top 1 m, performs 

better than Noah that uses by default the ice content present within the entire 2 

m column. Two additional experiments are carried out to investigate the 

sensitivity of the modeled runoff for the fimp computed with ice contents from 

different soil depths. One experiment uses the ice content of the two top layers 

(0.4 m) to calculate fimp (hereafter EXPS1) and the other one utilizes only the 

upper layer (0.1 m, hereafter EXPS2), while all other settings remains as in 

Noah-A. 
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Figure 7.10: Comparisons of the measured and simulated monthly averaged (a) 

fraction of impermeable frozen area and (b) total runoff by the model runs 

performed for the sensitivity experiment in Section 7.5.3 for the period July 

2002 - December 2009. 

 

Figure 7.10 shows the monthly and areally averaged fimp and total runoff (R) 

resulting from EXPS1 and EXPS2, whereby the measurements as well as the 

Noah and Noah-A simulations are added as well for comparison purposes. 

Further, the error statistics computed between the measured and simulated R are 

included in Table 7.2. Figure 7.10a illustrates that the usage of a shallower soil 

depth for the ice content produces less fimp and approaches zero for EXPS2. This 

implicates that Noah does not invoke the impeding effect of frozen ground on 

infiltration, which marginally affects the model performance as indicated by 

Figure 7.10b as well as the error statistics listed in Table 7.2. The explanation 

for this is that in general the potential Rs source in the SRYR during the cold 
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season is limited by the water availability (e.g., precipitation and snowmelt). 

Also, Pitman et al. (1999) recommended that LSMs should not include the 

effect of frozen ground in the runoff formulation for coarse grid simulations as 

frozen soils remains permeable due to the development of a soil structure with 

cracks and macro-pores that facilitates preferential pathways. 

7.6 Summary and conclusions 

This study investigates impact of various Noah model physics‘ options, 

validated at the point scale, for its ability to reproduce the runoff at catchment 

scale through comparison of the monthly discharge measured in source region 

of the Yellow River (SRYR) of the period from 2001 to 2010. For application 

of the Noah model to the SRYR at catchment scale three sets of augmentations 

are selected that enhance the descriptions of i) turbulent and soil heat transport, 

ii) soil water flow and iii) frozen ground processes. Accordingly, five numerical 

experiments are designed; namely, a control run with the default model physics 

(hereafter Noah), three runs each with one of the selected augmentations 

(hereafter Noah-H, Noah-W and Noah-F respectively) and a run whereby all 

augmentations are implemented (hereafter Noah-A). All Noah model runs adopt 

their main soil and vegetation parameterizations from the Weather Research and 

Forecasting (WRF) model geographic input dataset, are driven by the ITPCAS 

atmospheric forcing data set and are initialized using a single-year recurrent 

spin-up to achieve the equilibrium model states. In addition, the China Soil 

Database provides the organic matter content for the updated soil thermal and 

hydraulic parameterizations. 

A point-scale assessment is performed through comparisons of the five 

simulations with in-situ latent heat flux (LE), soil moisture (θ) and soil 

temperature (Ts) profile measurements for the period from November 2009 to 

December 2010. The results illustrate that the LE overestimation and Ts 

underestimation across the profile using the default Noah model are greatly 

resolved with the augmentations applied for the Noah-H experimental run. The 

default θ underestimation is significantly improved through including the 

parameterization of the vertical soil heterogeneity as in Noah-W. However, 

improvement in LE, Ts as well as θliq simulation is only achieved by including all 

selected augmentations (e.g., Noah-A model run), which leads to reductions in 

the RMSE of about 15, 11, 44, 60, 55 % for LE, Ts5, Ts25, θliq5, andθliq25 

respectively. 

Monthly streamflow data measured at the outlet of the SRYR from July 

2002 to December 2009 are utilized to quantify the model‘s ability to reproduce 
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the runoff regime at catchment scale. The default Noah model is able to 

adequately capture the observed total runoff (R) dynamics, but underestimates 

the magnitude of the monthly streamflow. Although the largest coefficient of 

determination (R
2
) is obtained with Noah-H, large overestimations are generally 

found for the summer months due to the excessive release of water from the 

bottom of the soil column (e.g., baseflow, Rb). In contrast, the Noah-W runoff 

yields the lowest R
2 
that can be associated with the wrongly simulated discharge 

peak caused by the surface runoff (Rs) dominated R due to amplified impeding 

effect of frozen ground. This effect is strongly reduced using augmentations 

applied with Noah-F allowing more water to infiltrate and a larger Rb 

component than Noah-W, which is yet insufficient to adequately reproduce the 

measurements. 

The best agreement between the simulated and measured monthly 

streamflow data yields the Noah run whereby all selected augmentations are 

invoked (Noah-A) with improved error statistics of about 24 % and 19 % in 

comparison to the default performance for ME and RMSE respectively. The 

combination of the augmentations selected for Noah-H, Noah-W, and Noah–F 

properly simulate the liquid moisture content across the soil profile and the 

permeability of frozen ground. In addition, a warmer soil profile and sufficient 

infiltration into the soil profile is simulated leading to a Rb dominated runoff 

regime whereby the Rs contribution is still important to achieve a match with the 

measurements. 

Although each of the five experiments produce similar spatial R patterns that 

generally follow the applied precipitation fields, significant differences are 

found in the magnitude as well as the partitioning of R into Rs and Rb. For 

instance, Noah-W provides the largest fractional impermeable frozen ground 

(fimp) and thus the R is dominated by the Rs component. On the other hand, 

Noah-A produces a smaller fimp and allows more water to infiltrate during spring, 

the rainy summer and snowmelt season, which enables a year-round release of 

water from the soil bottom resulting in a superior estimate of the measured 

hydrograph. Furthermore, a sensitivity experiment illustrates that within the 

Noah-A structure and for the selected study area the impeding effect of frozen 

ground has a marginal impact on model performance. Similar findings were 

previously reported by Pitman et al. (1999), in which they concluded that across 

large domains frozen soils remain permeable. 

This study demonstrates that thorough understanding of the predominantly 

vertical heat and water exchange processes at the land-atmosphere interface is 

needed to correctly simulate the runoff produced in the seasonally frozen and 
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high altitude SRYR at catchment scale. In addition, the simulation with the 

augmented Noah model eloquently illustrates for the study period that the 

runoff production regime of SRYR was year-round dominated by the Rb 

component, while the default Noah underestimates its importance during the 

winter and spring seasons. Improved simulation of vertical heat and water 

exchanges is, therefore, of paramount importance to project the impact of 

climate variability on regional hydrology and the water resources availability in 

the Asian water towers. 
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Chapter 8 Conclusions and recommendations 
 

Understanding the water and heat exchanges across the Tibetan ecosystem is 

of great importance for management of the Asian water towers that originate 

from the Tibetan Plateau and projection of water and energy dynamics within 

various climate scenarios. This thesis contributes to a better quantification of the 

water and heat exchanges at the land-atmosphere interface for a Tibetan alpine 

meadow ecosystem. Four research questions have been formulated to achieve 

the objective (see Chapter 1), and this concluding chapter starts with reflecting 

on the objective of this thesis and answering the research questions (Section 

8.1). Subsequently, directions for further research are recommended (Section 

8.2). 

8.1 Conclusions 

The source region of the Yellow River (SRYR, see Chapter 2) in the 

northeastern part of the Tibetan Plateau has been selected as the case study for 

this thesis, because of its great importance to the Yellow River‘s water 

resources that supports about 14.9 % of China‘s population and 17 % of its 

agricultural area. A comprehensive observational dataset including in-situ 

micro-meteorological and profile soil moisture/temperature measurements in an 

alpine meadow ecosystem (i.e., Maqu station), laboratory soil property 

measurements of samples collected across the SRYR, as well as discharge 

measurements from the SRYR outlet (i.e., Tangnag station) has been collected. 

To understand the processes governing the water and heat exchanges of the 

alpine meadow ecosystem and predict the measurements, the Noah land surface 

model (LSM, see Chapter 3) has been utilized as the baseline model for this 

thesis, because it is widely used by the climate and land surface modeling 

communities (e.g. the Weather Research and Forecasting (WRF) model 

community) to quantify the exchange of water and heat at the land-atmosphere 

interface. Besides, the reliability of the Noah LSM for the Tibetan Plateau was 

previously confirmed (e.g., Chen et al. 2010; van der Velde et al. 2009; Zeng et 

al. 2012). 

The aforementioned four research questions have been addressed in Chapters 

4, 5, 6 and 7 respectively via enhancing Noah‘s model physics in representing i) 

turbulent and soil heat transport, ii) soil water flow and iii) frozen ground 

processes to arrive at a reliable prediction of the measured water and heat fluxes 
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at point scale and runoff at catchment scale. In the text below, the findings from 

these chapters are briefly summarized. 

Q1: What is the adequate scheme of the roughness lengths for momentum and 

heat transfers to predict turbulent heat fluxes for the Tibetan alpine meadow? 

Two momentum roughness length schemes (z0m) and three thermal 

roughness length schemes (z0h) newly developed for the Noah LSM have been 

investigated in Chapter 4 to address this question. A linear method and a 

quadric method were utilized to derive the monthly z0m from prescribed values 

for the fully vegetated and bare soil based on the monthly green vegetation 

fraction (GVF). Noah‘s original z0h scheme was enhanced by modifying 

Zilitinkevich‘s empirical coefficient (Czil) via correlating it with canopy height 

or z0m (Chen and Zhang 2009), or calculating it based on the GVF (Zheng et al. 

2012). Another alternative way was to use the z0h scheme by Yang et al. (2008) 

specifically developed for the Tibetan Plateau (Chen et al. 2011). 

Monthly variations of z0m and diurnal variations of z0h were derived through 

application of the Monin-Obukhov similarity theory based on the in-situ micro-

meteorological measurements. These derived values together with the measured 

heat fluxes were utilized to assess the performance of the z0m and z0h schemes 

for three selected periods: a winter (15 December 2009 to 15 January 2010), a 

spring (8 April to 7 May 2010) and a monsoon period (1 to 30 September 2009). 

The analyses showed that the z0m dynamics are related to vegetation dynamics 

and soil water freeze-thaw state, which are reproduced satisfactorily and 

comparably with the selected z0m schemes. It was also demonstrated that the 

heat flux simulations are very sensitive to the diurnal variations of z0h, and all 

the newly developed z0h schemes capture the observed diurnal variability much 

better than the original one over the sparsely vegetated surfaces during the 

winter (frozen) period. However, only the z0h schemes developed by Yang et al. 

(2008) and Chen and Zhang (2009) perform consistently better than the original 

one over the densely vegetated surfaces during the spring (thawed) and 

monsoon periods. 

Using either of above two z0h schemes, the Noah simulated sensible heat flux, 

latent heat flux and surface temperature can be improved by about 29, 79, and 

75 % respectively. Since the suitability of the z0h scheme proposed by Chen and 

Zhang (2009) had also been validated for a wide range of land cover and 

climate regimes using AmeriFlux data, it was recommended for global 

applications. 
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Q2: How does the soil organic matter, thermal roughness length and vegetation 

canopy affect the turbulent and soil heat transport? 

This question has been addressed in Chapter 5 by performing Noah model 

runs with four augmentations to i) remove the vegetation muting on the heat 

conductivity (κh) for soil heat transport from the first layer towards the second 

layer, ii) calculate the exponential decay factor (βveg) imposed on κh using the 

ratio of the leaf area index (LAI) over the green vegetation fraction (GVF), iii) 

correlate the Zilitinkevich‘s empirical coefficient (Czil) for the turbulent heat 

transport with the momentum roughness length (z0m) based on Chapter 4, and iv) 

consider the impact of organic matter in the parameterization of thermal heat 

properties. The modified soil thermal parameterization was then compared 

against laboratory measured soil heat conductivities, and five numerical 

experiments were designed to progressively assess the impact of each 

augmentation on Noah‘s performance in simulating turbulent and soil heat 

transport through comparison with turbulent heat flux and soil temperature 

profile measurements for the majority of the monsoon season (8 June to 30 

September 2010). 

The results showed that the default Noah LSM constrained by soil moisture 

profile measurements significantly overestimates the daytime turbulent heat 

fluxes, underestimates the surface temperature (Tsfc), and systematically 

underestimates the soil temperature profiles. The removal of the muting effect 

of vegetation on κh and the parameterization of βveg greatly enhance the soil 

temperature profile simulations, whereas turbulent heat flux and surface 

temperature computations mostly benefit from the modified Czil formulation. 

The Noah simulated sensible heat flux, latent heat flux, surface temperature and 

soil temperature at depths of 5, 25 and 70 cm can be improved by about 42, 44, 

13, 55, 70, and 64 % with implementation of the four augmentations combined. 

Although usage of organic matter for calculating κh improves the 

correspondence between the estimates and laboratory measurements of heat 

conductivities, it was shown to have a relatively small impact on the Noah LSM 

performance even for large organic matter contents.  

Three additional experiments were conducted to investigate the remaining 

issue associated with the overestimation of nighttime Tsfc. It was found that this 

problem should be treated from a coupled land-atmosphere perspective, and 

usage of different values for the daytime and nighttime βveg provides a 

pragmatic solution to such a complex problem without changing the model 

structure. However, further study is preferred to develop a more formal 

approach with robust physics. 
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Q3: What is the effect of the vertical soil heterogeneity on water and heat 

exchanges and how can this be included in the model structure of Noah LSM? 

The vertical soil heterogeneity caused by organic matter and root systems in 

the Tibetan alpine ecosystem has been studied using the Noah LSM in Chapter 

6 by i) including the effect of organic matter on the soil hydraulic 

parameterization via the additivity hypothesis, ii) implementing the saturated 

hydraulic conductivity (Ks) as an exponentially decaying function with soil 

depth, iii) modifying the vertical root distribution to represent the Tibetan 

conditions characterized by an abundance of roots in the topsoil and iv) 

modifying the diffusivity form of Richards‘ equation to allow for the simulation 

of soil water flow across soil layers with different hydraulic properties. The 

modified soil hydraulic parameterization was compared against laboratory 

measurements, and three numerical experiments were designed to assess the 

impact of the augmentations on Noah‘s performance in simulating soil water 

flow for the majority of the monsoon season (8 June to 30 September 2010). 

Usage of organic matter for calculating the porosity and soil suction 

improves the agreement between the estimates and laboratory measurements, 

and the exponential function together with the Kozeny-Carman equation best 

describes the in situ Ks across the soil profile. Through implementation of the 

modified hydraulic parameterization alone, the soil moisture underestimation in 

the upper soil layer under wet conditions is resolved, while the soil moisture 

profile dynamics are better captured when also the modified root water uptake 

function (i.e., asymptotic vertical root distribution) is included. As such, the 

Noah simulated soil moisture at depths of 5, 25 and 70 cm can be improved by 

about 49, 70 and 56 % with implementation of above augmentations. 

The impact of the improved soil moisture simulations on the calculated 

surface energy and water budgets was further assessed. It was shown that Noah 

retains more water in the soil column with the augmentations causing a decrease 

in the other water balance components. On the other hand, the surface heat flux 

simulation is hardly affected, which was attributed to the fact that the latent heat 

flux in the selected study area and period is primarily constrained by the 

available energy rather than the available soil water. The monsoon episode was 

selected here due to the availability of continuous micro-meteorological 

measurements without a data gap as well as to avoid the impact of the cold 

season (e.g. snowpack and frozen soil) on the assessment of Noah‘s soil water 

flow and heat transport model physics. 
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Q4: How does the model physics of vertical water and heat exchange processes 

impact the runoff production at catchment scale? 

The improved representation of the vertical water and heat exchange 

processes within the Noah LSM as presented in Chapters 4, 5 and 6 has been 

applied in Chapter 7 to further investigate its ability to reproducing runoff at 

catchment scale, e.g., the SRYR for the period of 2001-2010. Three sets of 

augmentations were implemented that enhance the Noah model physics 

associated with i) turbulent and soil heat transport (Noah-H, see Chapter 5), ii) 

soil water flow (Noah-W, see Chapter 6) and iii) frozen ground processes 

(Noah-F). Accordingly, five numerical experiments were designed; namely, a 

control run with the default model physics, three runs each with one of the 

selected augmentations and a run whereby all augmentations are implemented 

(Noah-A). All Noah model runs adopt their main soil and vegetation 

parameterizations from the Weather Research and Forecasting (WRF) model 

geographic input dataset, were driven by the 0.1
o
 atmospheric forcing data from 

ITPCAS (Institute of Tibetan Plateau Research, Chinese Academy of Sciences) 

and were initialized using a single-year recurrent spin-up to achieve the 

equilibrium model states. In addition, the China Soil Database provides the 

organic matter content for the updated soil thermal and hydraulic 

parameterizations. In-situ heat flux, soil temperature (Ts) and moisture (θ) 

profile measurements were available for point-scale assessment, whereas 

monthly discharge data were utilized for the catchment-scale evaluation. 

The comparison with point measurements showed that the augmentations 

invoked with Noah-H resolve issues with the heat flux overestimation and Ts 

underestimation produced by the default Noah model (consistent with Chapter 

5), whereas Noah-W mitigates the default θ underestimation (consistent with 

Chapter 6). Noah-A yields improvements for both simulated surface energy and 

water budgets by including all selected augmentations, which improved the 

Noah simulated latent heat flux, Ts and θ at depths of 5 and 25 cm by about 15, 

11, 44, 60, and 55 %, respectively. 

The default Noah model is able to adequately capture the observed total 

runoff (R) dynamics at the catchment scale, but underestimates the magnitude of 

the monthly streamflow. Although the largest coefficient of determination (R
2
) 

is obtained with Noah-H, large overestimations are generally found for the 

summer months. In contrast, Noah-W runoff yields the lowest R
2 

that can be 

associated with the wrongly simulated discharge peak. The best model 

performance is also found for Noah-A with the combination of the 

augmentations leading to a baseflow dominated runoff regime, whereby the 
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surface runoff contribution remains significant. The error statistics are improved 

by about 24 % and 19 % in comparison to the default performance for mean 

error (ME) and root mean square error (RMSE) respectively. 

Overall, this study has demonstrated that complete and robust descriptions of 

both surface water and energy budget processes in model physics are necessary 

for reliable prediction of water and heat exchanges at the land-atmosphere 

interface for a Tibetan alpine meadow ecosystem. Furthermore, a thorough 

understanding of the predominantly vertical water and heat exchange processes 

is preferred to correctly simulate the runoff at the catchment scale in the 

seasonally frozen and high altitude SRYR. 

8.2 Recommendations for future work 

The research presented in this thesis has shown that through comprehensive 

measurements performed in-situ and in the laboratory, significant improvements 

can be achieved in the water and heat flux simulations by a state-of-the-art LSM 

(i.e., Noah) and arrive at a better representation of the predominantly vertical 

water and heat exchange processes for a Tibetan alpine meadow ecosystem. 

Besides, the improved understanding of the predominantly vertical processes is 

also benefited for runoff simulation at the catchment scale, i.e., the SRYR. 

Additional work is, however, still needed to further investigate other important 

processes that are not thoroughly addressed in this thesis. 

Further research should be carried out on robust parameterizations of cold 

season processes (i.e., freeze-thaw transitions). Su et al. (2013) have recently 

reported that current LSMs cannot adequately capture the freeze-thaw cycle due 

to their inherent difficulty in fully capturing both heat and mass exchanges 

under freeze-thaw conditions. Besides, a complete annual cycle of micro-

meteorological observations is generally missing in the selected site of this 

thesis (i.e., Maqu station) as well as other sites on the Tibetan Plateau, and 

snowfall is also not measured, which makes the investigation of cold season 

processes more complex. More effort on collecting measurements during the 

cold season and validating the cold season processes becomes imperative as 

important sinks/sources of water and heat are associated with cold season 

processes that are expected to be impacted by climatic changes at high altitude 

regions. 

Only monthly discharge measurements are available in this thesis for the 

catchment scale assessment of runoff production, which provide limited 

information on intra-monthly or daily runoff dynamics. It is therefore 

recommended to collect available daily discharge measurements and to include 
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groundwater flow and river routing in the LSM structures. The improved 

representation of the closed water cycle will provide further insight into the 

understanding of the runoff regime of Asian water towers that is of paramount 

importance to project the impact of climate variability on the regional 

hydrology and the water resources availability. 

The SRYR in the northeastern part of the Tibetan Plateau is selected as the 

case study in this thesis, and additional work is also needed to extend the 

findings of this thesis to the whole Tibetan Plateau. The Weather Research and 

Forecasting (WRF) model geographic input dataset, the ITPCAS atmospheric 

forcing and the China Soil Database adopted in Chapter 7 can, for instance, be 

utilized for such an application. The data sets collected as part of the various 

field campaigns and monitoring networks setup on the Tibetan Plateau (e.g., Y. 

Ma et al. 2008; Su et al. 2011; Yang et al. 2013) may be used as the ‗ground 

truth‘ to validate the model performance. Other alternative observational 

datasets could be various satellite products of relevant variables, such as 

precipitation, soil moisture, surface temperature and snow cover. 

A comprehensive observational dataset including in-situ micro-

meteorological and profile soil moisture/temperature measurements, laboratory 

soil property measurements of samples, as well as discharge measurements has 

been developed in this study, and Noah‘s model physics have been thoroughly 

evaluated and improved by using this dataset. Although further effort is still 

needed to collect measurements for the cold season and to cover other 

representative land use/soil types of the Tibetan Plateau, this dataset could be 

treated as observational benchmark to investigate various LSMs for their ability 

in simulating water and heat exchanges in the Tibetan alpine meadow. For 

instance, using this dataset, the performance of the recently developed Noah-

MP model (see Chapter 1, Niu et al. 2011) in simulating water and heat fluxes 

has been improved through enhancing the representation of under-canopy 

turbulence and root water uptake processes for a Tibetan alpine meadow 

ecosystem (Zheng et al. 2015). 
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Appendix 
 

A.1 Estimation of momentum roughness length 

Following the method in Yang et al. (2008), the logarithmic wind profile is 

rewritten as: 

0 *ln ln ( / ) /m h m hz z z L ku u  
                      (A1) 

where z0m is the roughness length for momentum transfer (m), zh is the 

observation height of wind speed (m), Ψm is the stability correction function for 

momentum transfer (-), L is the Obukhov length (m), k is the von Karman 

constant (taken as 0.4), u is the mean wind speed (m s
-1

), u* is the friction 

velocity (m s
-1

). 

Using the 5-level profile and single level eddy-covariance (EC) 

measurements, a dataset of ln(z0m) is generated with multiple combinations of 

wind speed u and air temperature Ta (6-level), and the optimal values of z0m for 

each month should correspond to the peak frequency in the histogram of ln(z0m). 

Following the method in Sun (1999), eq. (A1) can be rewritten as: 

( ) ( )h u u h uu z S Y z I 
                 (A2) 

( ) ln( ) ( / )u h h m hY z z z L 
                (A3) 

* /uS u k
                (A4) 

*
0ln( )u m

u
I z

k
 

               (A5) 

Similarly, using both the profile and EC observations, Yu(zh) can be 

estimated at the corresponding wind observation levels (6-level). Applying the 

linear least-square regression method for the 6-level u(zh) versus Yu(zh), the z0m 

can be estimated from the regression slope Su and the intercept Iu (eqs. (A4)-

(A5)) as: 

0ln( ) /m u uz I S 
               (A6) 

Using the method of Sun (1999), ln(z0m) is calculated for each time interval 

of observations (30 min), and the peak frequency histogram is used to determine 

the optimal values of z0m for each month. 
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A.2 Stability functions 

The stability functions of Łobocki (1993) for stable conditions are (Chen et 

al. 1997):  

 / 2.076 1 1/ 1 0 1m FCR                                   (A7) 

   2/ (0) 2.076 1 exp 1.2 0 1h ic FC TR R              (A8) 

/hz L 
                                                                      (A9) 

where Ψm and Ψh are the stability correction functions for momentum and 

sensible heat transfer respectively (-), zh is the observation height (m), L is the 

Obukhov length (m), Ric is the critical gradient Richardson number (taken as 

0.183), RFC is the critical flux Richardson number (taken as 0.191), andφ T(0) is 

the dimensionless velocity gradient for neutral conditions (taken as 0.8). 

The stability function of Holtslag and De Bruin (1988) for stable conditions 

is: 

( / )exp( ) /m h a b c d d bc d         
                    (A10) 

where a = 0.7, b = 0.75, c = 5 and d = 0.35. 

A.3 Soil pedotransfer functions 

The soil pedotransfer function (PTF) approach has been widely used to 

predict hydraulic parameters (e.g., porosity, saturated hydraulic conductivity) 

from more easily measured soil data, such as texture and organic matter content. 

The PTFs can be subdivided into class and continuous PTFs: the class PTF 

predicts the average hydraulic characteristics based on distinct soil texture 

classes, while the continuous PTF uses actually measured soil particle-size 

distribution data (e.g., percentages sand and clay) to calculate these hydraulic 

parameters. 

The average hydraulic characteristics of silt loam, sandy loam and peat are 

summarized in table A1, and are derived from the class PTF as given by Cosby 

et al. (1984) and Letts et al. (2000). The continuous PTF proposed by Cosby et 

al. (1984)  is described as follows: 

0.489 0.00126s sand                         (A11) 
6.884 0.01537.0556 10 sand

sK                          (A12) 
1.88 0.01310.01 10 sand

s                         (A13) 

2.91 0.159b clay  
                (A14) 
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where θs is the porosity (m
3
 m

-3
), Ks is the saturated hydraulic conductivity 

(m s
-1

), ψs is the soil water potential at air-entry (m), b is an empirical parameter 

(-), sand is the percentage of sand in the soil particle (%), clay is the percentage 

of clay (%). 

 

Table A1: Average soil hydraulic characteristics predicted by class pedotransfer 

function (PTF) 

Class θs (m
3
 m

-3
) Ks (10

-6
 m s

-1
) ψs (m) b (-) Reference 

Silt Loam 0.476 2.81 -0.759 5.33 Cosby et al. 

(1984) Sandy Loam 0.434 5.23 -0.141 4.74 

Fibric Peat 0.93 280 -0.0103 2.7 Letts et al. 

(2000) Hemic Peat 0.88 2.0 -0.0102 6.1 

Sapric Peat 0.83 0.10 -0.0101 12.0 
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List of symbols 
 

Greek 

 

Symbol Name Units 

α Shape parameter of the gamma distribution of soil ice - 

β Empirical parameter of the asymptotic root function - 

βveg Empirical parameter of the exponential decay of canopy - 

Δ Slope of saturated vapor pressure curve kPa K
-1

 

ε Surface emissivity - 

θ Total soil water content m
3
 m

-3
 

θa Potential air temperature K 

θc Critical soil water content below which transpiration is 

reduced due to water stress 

m
3
 m

-3
 

θice Soil ice content m
3
 m

-3
 

θliq Liquid soil water content m
3
 m

-3
 

θs Soil porosity m
3
 m

-3
 

θsfc Potential surface temperature K 

θs,min Soil porosity of mineral soil m
3
 m

-3
 

θs,soc Soil porosity of organic soil m
3
 m

-3
 

θw Soil water content at wilting point m
3
 m

-3
 

θ33 Soil water content at -33 kPa matric potential m
3
 m

-3
 

θ* Friction temperature K 

κdry Thermal heat conductivity of dry soil W m
-1

 K
-1

 

κh Thermal heat conductivity W m
-1

 K
-1

 

κo Thermal heat conductivity of other soil particles W m
-1

 K
-1

 

κqtz Thermal heat conductivity of quartz W m
-1

 K
-1

 

κsat Thermal heat conductivity of saturated soil W m
-1

 K
-1

 

κsoc Thermal heat conductivity of organic soil W m
-1

 K
-1

 

κsoil Thermal heat conductivity of solid soil particles W m
-1

 K
-1

 

κw Thermal heat conductivity of water W m
-1

 K
-1

 

λ Latent heat of vaporization J kg
-1
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 Kinematic molecular viscosity m
2 
s

-1
 

ρ Density of air kg m
-3

 

ρb Bulk density of soil matrix kg m
-3

 

ρb,min Bulk density of mineral soil matrix kg m
-3

 

ρb,soc Bulk density of organic soil matrix kg m
-3

 

ρice Density of ice kg m
-3

 

ρs Particle density of solid soil particles kg m
-3

 

ρs,min Particle density of mineral soil particles kg m
-3

 

ρs,soc Particle density of organic soil particles kg m
-3

 

σ Stefan-Boltzmann constant W m
-2

 K
4
 

ψ Soil water potential m 

ψa Soil water potential at the interface of two layers m 

Ψh Stability function for sensible heat transfer - 

Ψm Stability function for momentum transfer - 

ψs Saturated water potential of soil matrix m 

ψs,min Saturated water potential of mineral soil matrix m 

ψs,soc Saturated water potential of organic soil matrix m 
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Roman 

 

Symbol Name Units 

b Shape parameter of the pore-size distribution of soil 

matrix 

- 

bmin Shape parameter of the pore-size distribution of mineral 

soil matrix 

- 

bsoc Shape parameter of the pore-size distribution of organic 

soil matrix 

- 

Cair Thermal heat capacity of air J m
-3

 K
-1

 

Ce Empirical constant of the Kozeny-Carman equation mm h
-1

 

Ch Surface exchange coefficient for heat transfer - 

Cm Surface exchange coefficient for momentum transfer - 

Cmin Thermal heat capacity of mineral soil particles J m
-3

 K
-1

 

cp Specific heat of air J kg
-1

 K
-1

 

Cs Thermal heat capacity J m
-3

 K
-1

 

Csoil Thermal heat capacity of solid soil particles J m
-3

 K
-1

 

Csoc Thermal heat capacity of organic soil particles J m
-3

 K
-1

 

Cw Thermal heat capacity of water J m
-3

 K
-1

 

Czil Zilitinkevich‘s empirical coefficient - 

clay Percentage of clay in the soil particle % 

D Soil water diffusivity m
2
 s

-1
 

Ds Soil water diffusivity under saturated water condition m
2
 s

-1
 

Ec Evaporation of precipitation intercepted by the canopy m 

Es Soil evaporation m 

Et Transpiration via canopy and roots m 

ETa Actual evapotranspiration m 

ETp Potential evapotranspiration m 

f Exponential profile decay factor for hydraulic 

conductivity and runoff production 

m
-1

 

fimp Impermeable frozen area under frozen ground condition - 

froot,i Root fractions for the ith soil layer - 

fsw,i Soil water stress for the ith soil layer - 
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fs,soc Volumetric fraction of organic soil particles used for 

thermal parameterization 

- 

ft,soc Volumetric fraction of organic soil matrix used for 

hydraulic parameterization 

- 

g Gravity acceleration m s
-2

 

G0 Ground surface heat flux W m
-2

 

G0,bs Surface heat flux under bare soil condition W m
-2

 

GVF Green vegetation fraction - 

H Sensible heat flux W m
-2

 

hc Canopy height m 

Imax Infiltration capacity of soil column m s
-1

 

k von Karman constant - 

K Hydraulic conductivity m s
-1

 

Kdt Empirical constant for estimation of infiltration capacity day
-1

 

Ke Kersten (1949) number - 

Ks Saturated hydraulic conductivity m s
-1

 

L Obukhov length m 

Lf Latent heat of fusion J kg
-1

 

L
↓
 Downward longwave radiation W m

-2
 

L
↑
 Upward longwave radiation W m

-2
 

LAI Leaf area index m
2
 m

-2
 

LE Latent heat flux W m
-2

 

LEp Potential evapotranspiration W m
-2

 

msoc Organic carbon mass content kg kg
-1

 

NDVI Normalized difference vegetation index - 

nroot Total number of root layers - 

P Total precipitation m 

Px Effective precipitation arriving at the ground m 

q Specific humidity kg kg
-1

 

qs Saturated specific humidity kg kg
-1

 

R Total runoff m 

Rb Drainage or base flow m 

re,i Effective root fraction for the ith soil layer - 
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RH Relative humidity kg kg
-1

 

Rn Net radiation W m
-2

 

Rs Surface runoff m 

S
↓
 Downward shortwave radiation W m

-2
 

S
↑
 Upward shortwave radiation W m

-2
 

sand Percentage of sand in the soil particle % 

t Time s 

Ta Air temperature K 

Ts Soil column temperature K 

Tsfc Ground surface temperature K 

u Wind speed m s
-1

 

u* Friction velocity m s
-1

 

Vt Total volume of soil matrix m
3
 

Vt,min Soil volume occupied by mineral matrix m
3
 

Vt,soc Soil volume occupied by organic matrix m
3
 

W Total water storage m 

Wc Canopy intercepted water m 

Wcr Critical ice content above which the frozen ground is 

impermeable 

m 

Wd Total soil moisture deficit in the soil column m 

Wice Soil ice storage m 

Ws Soil water storage m 

Y Cumulative root fraction - 

z Soil depth m 

zh Observation height of air temperature and/or wind 

speed 

m 

z0h Roughness length for heat transfer m 

z0m Roughness length for momentum transfer m 

z0v Momentum roughness length for fully vegetative area m 

z0g Momentum roughness length for bare ground m 
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List of abbreviations 
 

AGCMs Atmospheric General Circulation Models 

AVHRR Advanced Very High Resolution Radiometer 

CEOP Coordinated Enhanced Observing Period 

CAMP-Tibet CEOP Asia-Australia Monsoon Project in Tibet 

CLM Community Land Model 

CMA China Meteorological Administration 

ECMWF European Centre for Medium-Range Weather Forecasts 

EC system Eddy-covariance system 

FAO Food and Agriculture Organization of the United 

Nations 

GEWEX Global Energy and Water cycle Experiment 

GAME-Tibet GEWEX Asian Monsoon Experiment-Tibet 

GEWEX-SRB GEWEX/Surface Radiation Budget 

GLDAS Global Land Data Assimilation Systems 

HRLDAS High Resolution Land Data Assimilation System 

ITPCAS Institute of Tibetan Plateau Research/Chinese Academy 

of Sciences 

LDAS Land Data Assimilation Systems 

LSMs Land Surface Models 

MODIS Moderate Resolution Imaging Spectroradiometer 

MOST Monin-Obukhov Similarity Theory 

NASA National Aeronautics and Space Administration 

NCAR National Center for Atmospheric Research 

NCEP National Centers for Environmental Prediction 

NLDAS North American Land Data Assimilation System 

OSU Oregon State University 

PBL Planetary Boundary Layer 

PTF Pedotransfer function 

SMST Soil moisture and soil temperature monitoring network 

SPOT Satellite Pour l‘Observation de la Terre 

SRYR Source Region of the Yellow River 
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STATSGO Soils data for the Conterminous United States Derived 

from the NRCS State Soil Geographic 

SVAT Soil-vegetation-atmosphere transfer schemes 

Tibet-Obs Tibetan Plateau Observatory 

TORP Tibetan Observation and Research Platform 

TRMM Tropical Rainfall Measuring Mission 

VIC Variable Infiltration Capacity model 

WRF Weather Research and Forecasting model 

YRCC Yellow River Conservancy Commission 
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Understanding the water and heat 
exchanges across the Tibetan 
ecosystem is of great importance 
for management of the Asian water 
towers that originate from the 
Tibetan Plateau and projection of 
water and energy dynamics within 
various climate scenarios. The study 
presented in this book contributes to 
a better quantification of the water 
and heat exchanges at the land-
atmosphere interface for a Tibetan 
alpine meadow ecosystem.

The source region of the Yellow River 
(SRYR) in the northeastern part of 
the Tibetan Plateau is selected 
as the case study due to its great 
importance to the Yellow River’s 
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observational dataset including 
in-situ micro-meteorological and 
profile soil moisture/temperature 
measurements, laboratory soil 
property measurements of 

samples, as well as discharge 
measurements is developed. The 
Noah land surface model is utilized to 
understand the processes governing 
the water and heat exchanges and 
predict the measurements.

This book is structured across 
four research topics to arrive at a 
reliable prediction of the measured 
water and heat fluxes at point scale 
and runoff at catchment scale via 
enhancing Noah’s model physics in 
representing i) thermal roughness 
length and turbulent heat transfer, 
ii) soil heat transport, iii) soil 
water flow and iv) frozen ground 
processes. This study highlights 
the need for a complete description 
of the predominantly vertical water 
and heat exchange processes to 
correctly simulate the water and 
heat fluxes in the seasonally frozen 
and high altitude SRYR on the 
Tibetan Plateau.
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