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In wireless communication environments, intersymbol interference (ISI) is a well-known issue
often caused by multipath propagation. In addition, in recent years, a new type of interference
has emerged, characterized by consecutive high-power spikes known as bursty impulsive noise (IN).
This interference has become prevalent due to the increased use of power devices, which severely
impaired the reception quality of high-sensitivity receivers [1]. In optimal trellis-based receiver
designs that aim for robust channel estimation [2, 3] and symbol detection [4], knowing the number
of channel states is often considered essential. However, in practice, this information is frequently
unavailable. In this study, we propose a two-stage Bayesian nonparametric method for precisely
estimating the number of states of channels affected by ISI and bursty IN. The first stage uses a
Bayesian non-parametric collapse Gibbs sampling technique to determine the number of ISI states.
After identifying the dominant clusters in the first stage, this information is passed on to the second
stage. This stage utilizes a Bayesian hidden Markov model architecture to determine the optimal
number of IN states based on the scores of the model evidence.
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Figure 1: Diagram of the two-stage state provisioning algorithm.
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Impact of Environmental Conditions on Fingerprint Image Quality and Recognition Performance 

Florens de Wit1 

1. introduction 

Though initially an assumption [1], fingerprints have been shown to be permanent and distinctive from birth to 

death[2], [3] , unless the dermis is scarred or damaged [4], [5]. Nevertheless, wear, scratches and aging do 

appear to reduce the degree to which the pattern can be reliably captured [6] which suggests the issue lies 

with changes in the interaction between finger and sensor, and with captured image quality, instead of 

changes to the pattern itself. One common impactful factor for this interaction is skin moisture [7], where both 

excessively dry and wet skin impact the degree to which the fingerprint recognition is still reliable. This directly 

explains any variation of fingerprint recognition performance where a change or difference in skin dryness is 

expected (e.g. across age groups [6], [8]) and indirectly explains variation due to environmental conditions 

through their impact on skin moisture content and surface moisture.  

The degree to which moisture related environmental factors impact performance should therefore be of 

interest to developers, operators and users of biometric systems that use the fingerprint modality. Despite 

this, most studies on the impact of environmental factors are either focussed on a particular application (e.g. 

[9]) or focus on a specific context such as certification ([10] further expanded in [11]). 

2. Proposed study 

We therefore propose an experimental study in which we capture fingerprints of different subjects with the 

sensor placed in an enclosure kept at different combinations of temperature and humidity.  

The conceptual design of the setup we will use is a transparent box that contains a fingerprint scanner, and the 

means to both independently cool/heat and dry/moisten the air within it. For both temperature variation and 

drying we will use so called Peltier elements; for moistening we will use an ultrasonic atomizer. Any person 

which fingerprints are to be scanned can reach into the box through a hole and use the fingerprint scanner. 

This allows for the acquisition of fingerprints under different environmental conditions without putting 

subjects in such conditions as a whole.  

The preliminary protocol we propose to use is represented as a flow chart in Figure 1. Its main objective is to 

build a dataset of fingerprints from different people, of multiple fingers of each hand, captured under different 

combinations of air temperature and relative humidity. 

3. Pilot study 

To get a first impression of what differences in quality and recognition performance we should expect we 

performed a pilot experiment that consists of the following: 

Using the author as the only subject, 

1. Assess quality variation between fingers and/or treatments by; 

a. Scanning thumb, index, middle and ring finger of both hands (10x each finger) 

i. Without treatment 

ii. With skin moisturising cream 

iii. With moisture on skin by breathing on fingers 

b. Inspect images for apparent differences between fingers and/or treatment 

c. Calculating NFIQ2 [12] and visualize (+ observations) 

 

2. Assess variation in verification performance between fingers and/or treatments by  

a. enrolling thumb, index, middle and ring finger from both hands (without treatment) 

b. verification of all fingers (10x each finger) 

                                                           
1 Data Management & Biometrics, Electrical Engineering, Mathematics & Computer Science, University of 
Twente 
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i. without treatment 

ii. with skin moisturising cream 

iii. with moisture on skin by breathing on fingers 

c. document maximum verification score and visualize (+ observations) 

3. Use visualisations from 1c and 2c to assess NFIQ vs. recognition 

 

 

Figure 1: proposed acquisition protocol flow chart 

4. observations & results 

As can be seen in Figure 2, the amount of moisture added to the fingerprint increases the degree to which the 

ridges are darkened. This is true both when comparing the same fingerprint (as is here) and for fingerprints in 

general. 

No treatment Moisturising cream Moisture on skin 

a) c) e) 

b) d) f) 
Figure 2: comparison of contrast/intensity with treatment 

As can be seen in Figure 3, however, the NFIQ2 quality score does not improve over-all; its distribution appears 

to broaden and its median moves slightly upward. 
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Figure 3: boxplot NFIQ2 quality score by treatment 

However on individual fingers the treatments appear to have a very different impact; Figure 4 shows this in the 

very different behaviour of the NFIQ2 score between treatments. Notice that the hands appear to be offset 

with respect to each other, with the left hand consistently giving lower quality scores. Even similar fingers are 

not showing a similar change between treatments, e.g. the right thumb shows a consistent rise in quality 

score, while the left is almost constant. In fact, all right-hand fingers show a consistent rise in quality with 

moisture level, while there is a mixed response in left-hand fingers. 

 

Figure 4: boxplot NFIQ score by treatment for individual fingers 

If we consider that the NFIQ is intended as a prediction for the true match rate and compare the verification 

score by treatment (Figure 5) with the corresponding NFIQ2 score (Figure 3), we see a fairly good 

correspondence of the quality score with the degree of true matches. If we distinguish between individual 

fingers (Figure 4/Figure 6), however, the correspondence appears not so good; e.g. the left thumb should have 

the highest quality but clearly does not. 
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Figure 5: Verification score by treatment; dotted line is threshold for verification algorithm used 

 

Figure 6: Verification score by treatment for individual fingers; Dotted line is threshold for verification algorithm used 

5. discussion & conclusions 

Since the results are based on a limited dataset acquired from a single person, we take great caution in 

drawing any conclusion from them. It is likely there are individual biases present. Especially the variation in 

results between individual fingers seen in this dataset requires some further investigation, with data from 

multiple subjects. 
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We also note that NFIQ 2, just as its predecessor NFIQ is intended to be applied to fingerprint images of a 

particular resolution and other properties. This may require the images from commonly used scanners to be 

re-scaled, which may introduce bias. 

The verification scores have been calculated directly from live scanned images and live enrolled references, 

and may therefore not reflect the performance on the same dataset as the NFIQ2 has been calculated. We 

intend to calculate verification scores from previously scanned images once we start acquiring data using the 

proposed “climate controlled” setup. 

Despite these caveats, the results do indicate we need to critically evaluate whether NFIQ2 is an accurate 

predictor of verification performance when scanners are used that do not deliver images within the current 

scope of this quality algorithm. 
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Abstract—Recent advancements in artificial intelligence have
made the need for faster computation through AI accelera-
tion increasingly important. This work explores using AMD’s
Deep Learning Processor Units and Vitis AI to accelerate an
image classification problem to identify a reduction in genetic
variation, also known as selective sweep detection. An existing
CNN designed for selective sweep detection is investigated and
modified for faster image processing. The deployment of the
original model showed slow processing due to several layers being
handled by the CPU. By modifying the network and removing
problematic layers, inference times improved significantly with
minimal accuracy loss. The results suggest that DPUs are effective
when models avoid custom or unsupported layers. Vitis AI
simplifies quantization and compilation, but can be challenging to
debug and requires specific software versions, limiting flexibility.
Running the software on a cluster without root access also posed
difficulties.

Index Terms—Selective Sweep, Convolutional Neural Net-
works, AI acceleration, Deep Learning Processor Unit, Vitis AI

I. INTRODUCTION

Positive selection is a key driver of genetic diversity, in-
fluencing the evolutionary trajectory of populations. When
a beneficial mutation increases in frequency and therefore
reduces the genetic variation in the surrounding region, this
is known as a selective sweep. This serves as a key indicator
for a positive selection. Mutations in the genome within a
population can be visualized in a 2D image representation
where a black pixel is a mutation and white pixels are no
change to a baseline genome, where each row in the image
is another individual in the population. Since this data can
be represented in an image representation, a selective sweep
can be classified using a Convolutional Neural Network, as in
SweepNet [1], Fast-NN [2], and FASTER-NN [3].

Recent developments in artificial intelligence have de-
manded significant improvements in computational efficiency
and performance. A key driver in this is the use of AI
accelerators [4], [5], specialized hardware to speed up key
operations within Deep Neural Networks (DNNs) such as
matrix multiplications and tensor operations.

To compete with the popular GPU AI acceleration trend,
AMD tried to join the market of AI Accelerators in the form
of AI Engines, to promote very efficient and high-throughput
AI inference. The Versal Adaptive System on Chip platform
combines programmable logic and AI Engines to create a new
type of FPGA specialized in AI acceleration. To improve the
accessibility to non-hardware engineers, AMD presented Deep
Learning Processor Units (DPU), which are programmable

engines dedicated to convolutional networks that can run on
AMD FPGAs and are designed to take advantage of the AI-
Engines when available [6].

In this work, we have investigated the use case for DPU to
accelerate selective sweep detection using SweepNet [1]. We
implemented the DPU on both the Versal VCK5000 card and
the KV260 FPGA using Vitis AI.

II. BACKGROUND

A. Vitis AI Framework

Vitis AI [7] is an environment for rapid prototyping and
implementing AI inference on AMD’s FPGA and adaptive
SoC devices. The primary objective of this software and the
framework is to manage and simplify the complexities of
hardware implementation and minimize the need for hardware-
specific knowledge. The framework features an optimizer
capable of network pruning, albeit with occasional limitations
in functionality. Furthermore, Vitis AI includes a quantizer
that facilitates the conversion of standard 32-bit floating-point
models to 8-bit integer models. Additionally, it is equipped
with a compiler that translates the quantized model description
into a DPU instruction sequence. Finally, the framework in-
cludes a comprehensive model zoo, which includes pretrained
and compiled models such as MobileNet and ResNet for
different DPUs.

B. Deep Learning Processor Units

The Deep Learning Processor Unit (DPU) [6] is a soft-
core accelerator overlay that accesses the programmable logic
(PL) of the FPGA or the AMD AI Engines when available on
the hardware. The DPU has a specialized instruction set, for
which the Vitis AI Compiler compiles an .xmodel from the
original neural network in C or Python. Each DPU can have
different instructions on how to process a DNN layer based
on the resources available on the hardware device.

III. METHOD

The basis of this work is the CNN architecture SweepNet1

used to classify images as either Neutral or Selection. The
SweepNet architecture can be seen in Fig. 1.

1https://github.com/Zhaohq96/SweepNet
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A. DPUCVDX8H

The DPU used for the VCK5000 card, a device with AMD’s
dedicated AI Engines, was the DPUCVDX8H-8PE. The focus
of this DPU is high-throughput inference and can process 8
images in parallel. For the VCK5000 card, there were four
versions available: the 4PE, 6PE-DWC, 6PE-MISC and the
8PE, as shown in Table I. The main difference was that the
4PE processed four images in parallel, the 6PE processed
six images, and the 8PE processed eight images. In our
experience, there was not much of a processing time difference
per image for each of the DPUs for our neural network. It was
decided to use the DPU with the most processing power.

TABLE I
THE RESOURCES FOR EACH DPU OPTION FOR THE DPUCVDX8H [8]

AND THE DPUCZDX8G [9]

DPU Arch LUT Register Block RAM URAM DSP

DPUCVDX8H 4pe miscdwc 221K 254K 456 312 44
6pe misc 223K 287K 684 390 34
6pe dwc 631K 648K 780 402 424
8pe normal 674K 696K 912 424 524

DPUCZDX8G B4096 52K 99K 0 68 710

B. DPUCZDX8G

The processing core of the Kria KV260, the
DPUCZDX8G, is highly configurable. However, we
found that not all configurations were able to be built
successfully using Vitis. For the project, we generated the
DPUCZDX8G ISA1 B4096 0101000047010407 without
problems. The specifications compared to the DPUCVDX8H-
8PE can be found in Table I.

C. Quantization and Compilation

To run our network on the two devices, the network had
to be quantized to an 8-bit integer representation. Since the
original network was in a 32-bit representation, this can lead
to some small reduction in accuracy. The quantizer used in
this project was Post-Training Quantization, which means that
the network is quantized after training and is calibrated using
a set of unlabeled data.

After the network is quantized, it can be compiled for
the specific DPU. This means that the computational graph,
together with the control and data flow, will be constructed
exploiting the available hardware for optimal parallelism and
data re-use.

D. Deploying the Original Model

Using the Vitis AI workflow [10], the SweepNet network
[1] can be quantized, compiled and deployed on the VCK5000
card and the KV260 FPGA. This resulted in an image per
second of 9.9 and 67.7, respectively. The DPU supports
several types of layers that can be found in convolutional
neural networks. Unfortunately, the SweepNet architecture has
a Multiplication and Global Average Pooling layer, which
are not supported by the DPUCVDX8H. The DPU does
support Average Pooling, but with a maximum kernel size

Fig. 1. The SweepNet architecture and the Modified SweepNet architecture.
The padding also changed from ’valid’ to ’same’. CH, K and S mean the
number of output channels, kernel size and stride respectively.

of 7. Within the SweepNet architecture, the feature maps of
122x122 need to be averaged, which is too large for the DPU.
The compilation logs showed that the Global Average Pooling
and the Multiply layers, in particular, in the original network,
were allocated to the CPU on the devices. This meant that
several subgraphs were created and thus slowing down the
processing considerably. These layers were not supported by
the DPUCVDX8H and DPUCZDX8G DPUs.

E. Modified SweepNet

To optimize the SweepNet architecture for the two devices
without compromising accuracy, several modifications were
made. The original network included a Squeeze and Excita-
tion (SE) block with a Global Average Pooling layer and a
multiplication layer. Due to the DPU’s limitation of supporting
average pooling layers with a maximum kernel size of 7, and
the GAP layer requiring a kernel size of 122, the SE block
was omitted, which initially led to poor performance due to
a reduced receptive field. To address this, the kernel size of
the preceding convolutional layers was increased from 2 to 3,
which seemed to retain the information better.

Furthermore, we decided to reduce the feature maps by
adding a stride to the pooling layers instead of using no
padding. Lastly, the final Global Average Pooling layer was
removed by flattening the output of the convolutional layers
before the first dense layer. The modifications did increase the
model size considerably (281K vs. 9.7K parameters).
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TABLE II
THE ACCURACIES FOR THE ORIGINAL SWEEPNET ARCHITECTURE AND

OUR MODIFIED ARCHITECTURE. THE D1 AND D2 DATASETS ARE
DESCRIBED IN THE ORIGINAL WORK [1]. FP32 IS THE ORIGINAL MODEL,

AND INT8 IS THE QUANTIZED MODEL.

D1 D2

Architecture Accuracy
FP32

Accuracy
INT8

Accuracy
FP32

Accuracy
INT8

SweepNet [1] 99.70% 99.70% 93.6% 93.55%
Modified SweepNet (ours) 99.85% 99.65% 93.7% 94.05%

IV. EXPERIMENTAL DESIGN

The modified network will be assessed for its accuracy in
detecting selective sweeps using both the 32-bit trained model
and the quantized 8-bit model. To assess the acceleration using
the AI-Accelerators, the inference speed will be compared with
a commercial CPU and GPU.

A. Quantization Performance

To assess the selective sweep classification performance of
the Modified SweepNet architecture, the same data is used as
in the original paper [1]. It was decided not to do the pre-
processing steps to focus solely on the performance of the
neural network, and it didn’t seem to affect the accuracy of
the original network significantly. The results can be found
in Table II. The two datasets used in this experiment are
based on a simulated population bottleneck, which results
in a reduced genetic diversity [3]. The D1 dataset has a
mild population bottleneck and the D2 dataset has a severe
population bottleneck and is thus a more difficult classification
task.

B. Acceleration Performance

The acceleration performance is assessed by comparing the
inference processing time for a single image on four devices:
a consumer CPU (AMD Ryzen 7 Pro 8840U), a consumer
GPU (Nvidia GTX 1060), the KV260 and the VCK5000.
The performance for the CPU and GPU will be compared
for different batch sizes, where the inference time will be
computed by multiplying the time to process a batch by the
batch size.

The Kria KV260 was only able to process one image at a
time, and for the VCK5000, we found that the 8PE DPU was
the fastest. The results can be found in Fig. 2.

V. RESULTS ANALYSIS

Our experiments show that when the global average pooling
and multiply layers were removed and some slight modifica-
tions were made to compensate, as seen in Fig. 2 and Table
II, the inference time can be significantly reduced with a
minimal reduction in accuracy (in the D2 case, it was even
slightly better). When the modified network was quantized
and compiled for the VCK5000 and the KV260, the image per
second was now 4009 (with 8 images at the same time) and
1615 (for 1 image at a time), respectively. The results indicate
that when models do not incorporate custom or unsupported

layers, the DPU can be utilized effectively (as only one
computation graph was compiled).

The VCK5000 seems to process the images in batches of 8
the fastest, compared to the CPU and the GPU. It is interesting
to see how the GPU does not seem to improve with bigger
batch sizes than 8. The memory of 3GB is likely the limiting
factor here, and with higher memory bandwidth and more
memory, newer GPUs are likely to be able to outperform the
VCK5000 without further optimizations.

Table I shows a much larger available compute resource for
the DPUCVDX8H compared to the DPUCZDX8G; however,
the results from Fig. 2 don’t show a much larger improvement
in speed. This suggests that the hardware of the VCK5000
is capable of much larger neural network layers, such as
those required by Large Language Models or Foundational
Models. This also indicates that the compute capabilities of
the DPUs are fully utilized, so there might be more room for
improvement.

Another interesting observation that can be made from Fig.
2 is the fact that even though the modified architecture is about
30 times larger, it is still faster on all devices compared to the
original architecture. We expect that the multiplication layer in
the original model is not computed efficiently on all hardware
platforms.

A remarkable observation is also the fact that the KV260
FPGA has the highest single-image processing speed. In use
cases where only one image has to be processed at the same
time, the KV260 outperforms all other devices. It is also
interesting to note that the KV260 only has a 36W power
rating [11], making it very suitable for embedded computer
vision applications.

In future work, more research needs to be done on which
specific layers impact the performance for each DPU, to be
able to design a model tailored to the DPU specifically. In
parallel, we can continue the work of FASTER-NN [3] to
exploit the information within the data specifically and more
carefully design the neural architecture for the application.

A. Vitis AI

The black-box approach of Vitis AI simplifies the processes
of quantization and compilation, making them straightfor-
ward but challenging to debug. Other studies [12], [13] have
demonstrated superior inference times in other applications
when using custom accelerators, which necessitate a deeper
understanding of the hardware. The Vitis AI method, however,
largely circumvents the need for such specialized knowledge.
Additionally, it is important to note that the devices used
in this experiment required particular versions of Vitis AI,
which can limit flexibility. To get the software working on a
cluster without root access was also problematic and required
considerable effort.

VI. CONCLUSION

The goal of this research was to explore AMD’s Deep
Learning Processor Units in the context of accelerating a
convolutional neural network implementation for selective
sweep classification. The experiments show that the DPUs can
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Fig. 2. The inference time for a single image for the original architecture and the modified architecture. The inference time is the average over 5 iterations
on a CPU, GPU, the Kria KV260 and the VCK5000. The Image per Second was calculated by multiplying the inference time of one batch by the batch size.

be very effective as an acceleration platform, on the condition
that all the layers are supported and within the specification
limits. The most remarkable result is that the Kria KV260 had
the fastest single-image processing performance, making the
FPGA a very attractive platform for embedded AI solutions.

The Vitis AI framework is a very effective tool that enables
the use of the AMD devices as AI accelerators without requir-
ing expert knowledge of reconfigurable hardware. However,
the software does require the user to limit the design options
considerably, and when the software does not work, it is very
difficult to debug due to the black-box approach, which then
requires knowledge of the hardware.
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Transformer-based Motor Fault Detection Using DWT
Jiarui Zhou 1, Sinian Li 1, Edmund Marth 2, Patrick Zorn 2, Wolfgang Gruber 2, Justin Dauwels 1
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Abstract
Recent advances in mechanics and autonomous control have made industrial manufacturing systems increasingly complex
and thus more prone to faults, degradation, and unexpected breakdowns. Early detection of faults is crucial to reduce
downtime, perform timely maintenance, and increase productivity. Recent advances in powerful feature extraction techniques
and machine learning models have enabled unmanned, intelligent fault detection systems [1]. Motivated by the demand for
highly accurate and robust fault detection, we propose a Transformer-based model utilizing Discrete Wavelet Transform
(DWT) for feature extraction and validate its performance using a test-bench dataset.

Discrete Wavelet Transform (DWT)

Different coefficients

Concatenate class token

MLP Head

Output

Transformer Encoders

… … … … …

Learnable class token

Figure 1. Pipeline of the proposed
model

In this paper, the fault detection task is divided into two steps: feature extraction
using DWT decomposition and Transformer-based classification, as shown in Figure
1. In the first step, the signal is decomposed into wavelet coefficients using DWT.
The key advantage over Fourier transform is its flexible temporal resolution. It can
capture features in both time domain and frequency domain. DWT applies high-pass
and low-pass filters to extract detail and approximation coefficients, respectively,
followed by down-sampling to remove redundancy. This multi-level decomposition
enhances frequency resolution, preserving low-frequency components and isolating
high-frequency details. The resulting coefficients can be used as features for machine
learning models effectively. In the second step, a Transformer-based model performs
classification using attention mechanism to capture key parts of long sequences. The
wavelet coefficients from the previous step, which are long time series of varying
lengths, are individually processed by separate encoders. A learnable class token
is prepended to each sequence as a representation. After encoding, these learnable
class tokens are concatenated to form a new feature, which is converted into a class
prediction through a multi-layer perceptron. The dataset was collected using a test
bench consisting of a motor, a torque sensor, a hysteresis brake, and power electronics.
Misalignment of the hall sensors that can lead to a commutation angle error serves
as the failure class. Three-phase current signals are the input to our model.

The proposed model is compared with convolutional neural networks (CNN),
commonly used in classification tasks and long short-term memory (LSTM) networks
that are basic for time series analysis. The performance comparison is as follows:
The GRU model obtained an accuracy of 94.25%, recall of 92.88%, and precision
of 95.30%. The 1D-CNN and LSTM models both achieved an accuracy of 96.75%,
recall of 93.89%, and precision of 99.46%. The proposed model outperforms
all others, achieving an accuracy of 97.25%, recall of 94.40%, and precision of
100%. This demonstrates the effectiveness of the model on the target dataset. The
integration of DWT as a feature extractor facilitates the extraction of multi-scale
signal information. The Transformer is able to learn features from long time series,
helping the model effectively capture and classify low- and high-frequency signal
characteristics. In future research, we plan to explore the generalization capability
of the model, given that only one dataset was considered in current study.
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Revisiting Rotational Cryptanalysis on chained modular
additions

Addie Neyt

Rotational cryptanalysis, a chosen-plaintext attack introduced by Khovratovich and
Nikolić [KN10], analyzes how rotational pairs (x, Sr(x)), where Sr(x) denotes a rotation
by a fixed constant r, propagate through ARX (Addition modulo 2n, Rotation, XOR)
operations. Their initial work demonstrated that both XOR and rotation operations
preserve rotational pairs with probability one. They further investigated how modular
addition affects these pairs, showing that the preservation probability depends solely on
the rotation amount. However, their approach faced limitations. The original analysis
treated modular additions as independent events and calculated, for a cipher containing q
additions each preserving a rotational pair with probability pr, the overall probability of
preserving the rotational input as pq

r.

This assumption breaks down in the presence of chained modular additions (the output
of one modular addition is chained as one of the inputs for the next modular addition),
which introduces dependencies that influence the actual preservation probability. This
issue was addressed in a follow-up study [KNP+15], where they showed that chained
modular additions in ARX ciphers do not form a Markov chain in the context of rotational
analysis. Consequently, the rotational probability cannot be computed as a simple product
of individual probabilities. Their revised analysis focused on the case where all outputs of
the chained additions are required to be rotational, which they state to be an important
requirement as in ARX, outputs of intermediate modular additions are used as inputs
to other operations and are assumed to be rotational. They also noted that if only the
final output of a chain of additions needs to maintain a rotational pair, a different formula
applies, though it was omitted due to space constraints.

However, this requirement is not the
case for all current ARX ciphers. For
example, in SHA-2, one can identify
chains of modular additions where the
intermediate results are not used any-
where else in the cipher. In such cases,
it suffices that only the final output of
the chain preserves the rotational pair.
We derived the rotational probability
for this relaxed setting and found that
it is significantly higher compared
to the stricter assumption where all
intermediate values must be rotational.

Although we did not conduct a detailed analysis of rotational cryptanalysis on SHA-2
using this adjusted model, preliminary results suggest that the rotational probabilities
differ substantially when using this new formula. However these findings do not yet rival
the best-known attacks on SHA-2. They do highlight an important consideration: cipher
designers must be mindful of whether intermediate values between modular additions are
used as input for other operations, as it greatly influences the effectiveness of rotational
cryptanalysis.
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2 Revisiting Rotational Cryptanalysis on chained modular additions

References
[KN10] Dmitry Khovratovich and Ivica Nikolic. Rotational cryptanalysis of ARX. In

Seokhie Hong and Tetsu Iwata, editors, FSE 2010, volume 6147 of LNCS, pages
333–346. Springer, Berlin, Heidelberg, February 2010.

[KNP+15] Dmitry Khovratovich, Ivica Nikolic, Josef Pieprzyk, Przemyslaw Sokolowski,
and Ron Steinfeld. Rotational cryptanalysis of ARX revisited. In Gregor
Leander, editor, FSE 2015, volume 9054 of LNCS, pages 519–536. Springer,
Berlin, Heidelberg, March 2015.

A Appendix
Notations

• Sr(x) is the rotation by the fixed constant r

• ⊞ is the modular addition modulo 2n

Theorem 1. Let a1, . . . , ak be n-bit words chosen at random and let r be a positive integer
such that 0 < r < n. Then

Pr[Sr(a1 ⊞ a2 ⊞ . . . ⊞ ak)] = Pr[Sr(a1) ⊞ Sr(a2) ⊞ . . . ⊞ Sr(ak)]
= PCr

· PCn−r

We define

1. ai = xi||yi, with xi an r-bit word, yi an (n − r)-bit word and || concatenation

2. Cr is the carry of the sum x1 ⊞ x2 ⊞ . . . ⊞ xk and PCr = Pr[Cr ≡ 0 mod 2n−r]

3. Cn−r is the carry of the sum y1 ⊞ y2 ⊞ . . . ⊞ yk and PCn−r
= Pr[Cn−r ≡ 0 mod 2r]

PCr
=





2−rk

(
k + 2r − 1

2r − 1

)
if 2n−r > k − 1

2−rk

(
k + 2r − 1

2r − 1

)
+

⌊ k−1
2n−r ⌋2n−r

∑
t′=2n−r, t′ multiple of 2n−r

f(t′, 2r) else

PCn−r
=





2−(n−r)k

(
k + 2n−r − 1

2n−r − 1

)
if 2r > k − 1

2−(n−r)k

(
k + 2n−r − 1

2n−r − 1

)
+

⌊ k−1
2r ⌋2r∑

t′=2r, t′ multiple of 2r

f(t′, 2n−r) else

f(t, l) = 2−kl−1




min ((t+1)l,
k(l−1))∑

j=tl



(

j + k − 1
k − 1

)
−

⌊ j
l−1 ⌋∑

m=1
(−1)m+1

(
k
m

)(
j − ml + k − 1

k − 1

)





Proof. We rewrite:

Sr(a1 ⊞ a2 ⊞ . . . ⊞ ak) = Sr(a1) ⊞ Sr(a2) ⊞ . . . ⊞ Sr(ak) (1)

The left side is equal to:

Sr(a1 ⊞ a2 ⊞ . . . ⊞ ak)) = Sr(x1 ⊞ . . . ⊞ xk ⊞ Cn−r)||(y1 ⊞ . . . ⊞ yk))
= (y1 ⊞ . . . ⊞ yk)||(x1 ⊞ . . . ⊞ xk ⊞ Cn−r)
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The right side is equal to:

Sr(a1) ⊞ Sra2) ⊞ . . . ⊞ Sr(ak) = Sr(x1||y1) ⊞ Srx2||y2) ⊞ . . . ⊞ Srxk||yk)
= y1||x1 ⊞ y2||x2 ⊞ . . . ⊞ yk||xk

= (y1 ⊞ . . . ⊞ yk ⊞ Cr)||(x1 ⊞ . . . ⊞ xk)

We get that (1) ⇔
{

Cn−r ≡ 0 mod 2r

Cr ≡ 0 mod 2n−r

Because of independence, we get

Pr[Sr(a1 ⊞a2 ⊞ . . .⊞ak)] = Pr[Cr ≡ 0 mod 2n−r] Pr[(Cn−r ≡ 0 mod 2r] = PCr
· PCn−r

[KNP+15, Lemma 2] calculates two probabilities Pr[Cr = 0] = 2−rk

(
k + 2r − 1

2r − 1

)
and

Pr[Cn−r = 0] = 2−(n−r)k

(
k + 2n−r − 1

2n−r − 1

)

Since Cn−r, Cr ≤ k − 1, we get that the probabilities Pr[Cr ≡ 0 mod 2n−r] and
Pr[(Cn−r ≡ 0 mod 2r] will differ from Pr[Cr = 0] and Pr[Cn−r = 0] only if k−1 > 2n−r∨2r

We calculate PCn−r
when k − 1 > 2r, the calculation for PCr

when k − 1 > 2n−r is
similar.

PCn−r = P (Cn−r ≡ 0 mod 2r)

= Pr[Cn−r = 0 ∨ Cn−r = 2r ∨ . . . ∨ Cn−r = t · 2r] with t =
⌊

k − 1
2r

⌋

= Pr[Cn−r = 0] + Pr[Cn−r = 2r] + . . . Pr[Cn−r = t · 2r] (mutually exclusive)

= 2−(n−r)k

(
k + 2n−r − 1

2n−r − 1

)
+

⌊ k−1
2r ⌋2r∑

t′=2r, t′ multiple of 2r

Pr[Cn−r = t′]

with

Pr[Cn−r = t]
= Pr[t · 2n−r ≤ y1 + . . . + yk < (t + 1) · 2n−r]

= 2−(n−r)k

min((t+1)·2n−r,k·(2n−r−1))∑

j=t·2n−r

#{y1 + . . . + yk = j ∧ 0 ≤ yi < 2n−r} (2)

= 2−(n−r)k




min ((t+1)2n−r−1,

k(2n−r−1))∑

j=t2n−r



(

j + k − 1
k − 1

)
−

⌊ j

2n−r−1
⌋∑

m=1
(−1)m+1

(
k
m

)(
j − m2n−r + k − 1

k − 1

)






(3)

In step (2) min((t + 1) · 2n−r − 1, k · (2n−r − 1)) is used in the sum, because of the
maximum value that y1 + . . . + yk can take is limited by the smallest of those two. In
step (3), we have that

(
j + k − 1

k − 1

)
counts all possibilities for {y1 + . . . + yk = j} without

taking into account 0 ≤ yi < 2n−r. So we have to subtract #{A1 ∪ A2 ∪ A3 ∪ . . .}, with
Ai all possibilities for {y1 + . . . + yk = j} and i y’s that are ≥ 2n−r. To find this we use
the inclusion-exclusion principle of combinatorics.
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Learnable Model Compression for Edge Inference
Joris van de Weg, Sinian Li, Justin Dauwels

Signal Processing Systems, Dept. of Microelectronics, TU Delft, The Netherlands

Abstract
With the growing developments in Artificial Intelligence (AI), the deployment of Deep Learning (DL) models has become
an increasingly attractive solution for industrial applications, such as machine health monitoring and predictive maintenance.
To achieve real-time analysis and reduce the dependency on cloud infrastructure, it is often more practical and desirable to
put the processing of the machine’s sensor data directly on edge devices. However, these devices often have limited memory
and computational resources. Shallow machine learning models with expert features are small in terms of computations
and memory, and thus well-suited for deployment on edge devices. However, DL models have a greater capacity to learn
complex and meaningful patterns directly from the data. Yet, this improved performance comes at the cost of significantly
higher memory and computational demands, which can easily exceed the limits of an edge device. So, there is a need for
compression of these models, which is a big research area in machine learning, not only for edge deployment. However,
little work has focused on the joint compression of model architectures that combine convolution and attention layers,
especially for edge deployment. To this end, this work proposes a model compression method combining gated low-rank
decomposition and quantization, aimed at more effective model inference on edge devices.

Figure 1. Gated low-rank decomposition, where the
matrix is factorized as 𝐴 · 𝐸 · 𝐵 with gating variables
controlling the diagonal scaling entries and their
associated rows and columns. These gating variables
are learned during training to adaptively find the
effective rank.

Quantization and low-rank decomposition are among the most
effective compression techniques. Counter-intuitively, such com-
pression can even improve generalization, leading to more accurate
and robust models. When combined, these techniques can rival
or even outperform the baseline models. Despite their benefits,
traditional compression methods rely on fixed or manually se-
lected parameters, such as rank thresholds or quantization levels,
which can differ for every layer in the model. To address this
limitation, our proposed model strategy learns these parameters
during training. We follow the Bayesian Bits method [1], which
allows the quantization to be adjusted per layer. It makes the
quantization controllable during training by rewriting the weight
as a summation of different precision levels. For low-rank decom-
position, we will extend the LoRA framework by applying it to
different decomposition techniques [2]. It uses gating variables
to adaptively control the rank by modulating the diagonal com-
ponents of the decomposition, as shown in Figure 1. Our method
is applied to a model architecture containing convolutional layers
and attention blocks, as used in the original transformer-based
models. Our approach will be evaluated in terms of memory

footprint and computational cost, measured in the number of FLOPs. Initial experiments have shown that adaptable
quantization can reduce model size by a factor of 12, with accuracy being preserved or enhanced by up to 1 percentage
point. While it causes the FLOPs to roughly double, due to the computational overhead of dynamic quantization. Applying
low-rank decomposition has shown that it can reduce the memory needs by a factor of 4 while maintaining accuracy, and
reducing computations by around 20%. 1
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A Sparse Network Design for
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Abstract—Formation control of multiagent systems is an es-
sential task of robotic swarms. Distributed algorithms, such as
affine formation control (AFC) [2], typically model the system as
a graph in which the vertices and edges denote the agents and
their interactions, respectively. For AFC, the stabilization of the
system is realized through a consensus-like algorithm using the
stress matrix, a generalized graph Laplacian. The stabilizability
is guaranteed by the (universal) rigidity of the graph, which is
then translated to the positive semi-definiteness (PSD) and rank of
the stress matrix. On the other hand, the speed of convergence is
related to the smallest nonzero eigenvalue of the stress matrix. For
many practical reasons, fewer edges are preferred in the graph
design since it helps reduce the communication load but might
jeopardize the convergence speed and rigidity, thus making an
optimized solution necessary. In this work, we address a network
design problem for the AFC framework that optimizes for a
proper stress matrix featuring: 1) PSD with the required rank
to satisfy the graph rigidity; 2) sparsity such that the number of
edges are minimized; 3) a maximized smallest nonzero eigenvalue
to promote the speed of convergence.

Conventionally, universally rigid graph design methods involve
either a hand-design of a graph followed by a semidefinite
program for the stress matrix [3] or a complex mixed-integer
programming that designs the stress matrix directly but has no
optimality and computational advantages [4]. In this work, we
propose a convex optimization framework where we seek a sparse
stress vector from a complete graph using an L1 minimization.
We also translate the eigenvalue maximization problem into a
set of convex objectives and constraints. We offer some insights
and guidance into the choice of the hyperparameters involved in
the optimization, and we give a few numerical examples to show
that our proposed method can reach a sparse solution with an
improved speed of convergence. One of the examples is shown
in Fig. 1, where our results are compared with several state-of-
the-art methods given a circular configuration. Fig. 2 presents
the actual error convergence in the formation control algorithm
associated with the smallest eigenvalue in the stress matrix. As
a conclusion, our proposed solution can give a sparser network
with faster convergence.
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Fig. 1. Resulting graphs of our proposed solutions compared with state-of-
the-art. M denotes the number of edges. α is a trade-off parameter between
sparsity and fast convergence.
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of the stress matrices (right). The 7th eigenvalue corresponds to the error
convergence speed.
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Abstract
Intelligent Fault Detection (IFD) has recently gained attention for its ability to enable automatic early detection.
Advances in electronic hardware—improved capabilities, lower costs, and miniaturization—now make it feasible to
integrate IFD with edge devices for local data analysis and decision-making. While traditional model-based fault
detection requires explicit system knowledge, data-driven methods rely solely on training data, demanding large
datasets and significant computational power [2]. Given the challenges of complex systems and resource-constrained
devices, we propose a low-cost physics-informed (PI) data processing framework for motor commutation angle error
detection. Figure 1 shows the overall workflow of the framework, which consists of data collection, data mining,
physics-informed feature selection, model training and hardware implementation.
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Figure 1. Our proposed physics-informed
data processing and model deployment
pipeline

In data mining, notable discrepancies in the averaged torque signal spectra
under nominal and faulty conditions reveal characteristic frequency peaks
related to electrical and sample-and-hold operation frequencies, which remain
consistent across measurements. These peaks guide the proposed feature
engineering algorithm, which computes averaged magnitude spectra for both
conditions to identify characteristic frequency bins. The resulting set of selected
indices (PI features) is then used to extract corresponding rows from the feature
matrix for training binary classification models. This PI feature selection
identifies the most relevant frequency components, generating a far more
effective class separation. Additionally, by reducing feature dimensionality, this
approach saves both memory and computational resources. In the inference
phase, trained models map the input feature to a discrete class label, predicting
the condition of the motor. In this work, we have multiple practical constraints,
i.e., highly constrained on-device memory and real-time prediction. Under
these conditions, shallow ML models such as Decision Tree (DT), Random
Forest (RF), Gradient Boosting (GB), Support Vector Machine (SVM) and a
Multiple Layer Perceptron (MLP) models are well-suited. The trained models
are then migrated to an Arduino Nano 33 BLE Sense board.

The proposed PI features combined with an MLP classification model,
achieve the highest test accuracy of 97.8% with the second-lowest memory
consumption and inference time, highlighting the potential of tiny ML in IFD even under stringent memory and
delay constraints. Notably, the PI features require less than half the dimensionality of conventional statistical features
while improving accuracy by 12.7%. Four out of five models exhibit a significant accuracy improvement when
incorporating PI features, demonstrating their robustness and generalizability.

In conclusion, we introduced a novel framework, combining physics-based feature extraction with efficient ML
models for Edge IFD under stringent memory and delay constraints. Building on these findings, future research will
focus on model optimization and compression approaches for more application scenarios.
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Abstract

Figure 1. MSE, PCC, CSI, and FAR of BlockGPT and related
baselines. BlockGPT achieves the highest PCC, CSI and the
lowest FAR, MSE, outperforming all baselines.

Forecasting precipitation fields represents a highly complex
spatiotemporal modeling task, involving the dynamic in-
terplay of complex spatial structures and rapid temporal
evolution in atmospheric data. This study focuses on the
Royal Netherlands Meteorological Institute (KNMI) dataset1,
which contains precipitation maps of the Netherlands be-
tween 2008 and 2018. Among the latest advancements in
the domain, NowcastingGPT [1] achieved state-of-the-art
performance on the KNMI dataset, using a video prediction
pipeline based on a VQVAE that extracts discrete latents
from precipitation maps, and an autoregressive transformer
that predicts latent tokens sequentially. However, the autore-
gression works at a token-level, rather than in time. Such an
inductive bias is unideal because the extracted features are
highly correlated with each other (e.g., tokens of an image are
bidirectionally correlated with each other). Therefore, pre-
dicting each token autoregressively is an ill-posed prediction
problem, inherently leading to a suboptimal solution. On
the other hand, DiffCast [2] introduced a general framework
that uses diffusion to model the residual between an internal
backbone (e.g., PhyDNet) prediction and the related ground
truth, achieving state-of-the-art results on multiple datasets.
However, DiffCast requires two-step training, which makes
it unclear what kind of dynamics are learned within the model. To address the limitations of prior autoregressive token-based
models, we introduce BlockGPT- a novel video prediction pipeline which employs an autoregressive transformer that
generates one full precipitation map at a time rather than predicting individual tokens sequentially. Our approach, which
uses a block attention mask in the transformer, enables bidirectional spatial attention within each frame while maintaining
temporal autoregression across frames. This design more naturally aligns with the underlying structure of precipitation data:
spatial patterns within a map are best interpreted holistically, while future frames should depend on past context. Furthermore,
this architectural shift drastically reduces inference time—our model is 𝑁× faster than token-level autoregressive baselines,
where 𝑁 is the number of latent tokens per map, making it far more practical for real-time nowcasting applications. We
evaluate our model against NowcastingGPT and DiffCast. Besides being SOTA, these models represent the two main
paradigms in video prediction: discrete, transformer-based generation (NowcastingGPT) and continuous, diffusion-based
modelling (DiffCast). Our architecture, which belongs to the former, outperforms both baselines across standard metrics,
such as MSE(excluding NowcastingGPT, which we match), MAE, Pearson Correlation Coefficient (PCC), Critical Success
Index (CSI), and False Alarm Rate (FAR), demonstrating its effectiveness across both modelling frameworks. Evaluation
is performed on a test dataset with 8000 random events. The results, visualised in Figure 1, highlight the strength of our
frame-level generation strategy in unifying accuracy, speed, and scalability. Future work will involve evaluating our model
on datasets from diverse global regions, encompassing varying climatic conditions and temporal resolutions, to ensure
generalizability and assess the model’s transferability across different domains.

References
[1] Meo, C., Roy, A., Lică, M., Yin, J., Che, Z. B., Wang, Y., Imhoff, R., Uijlenhoet, R., and Dauwels, J., “Extreme precipitation

nowcasting using transformer-based generative models,” ICLR 2024: Tackling Climate Change with Machine Learning, 2024.
[2] Yu, D., Li, X., Ye, Y., Zhang, B., Luo, C., Dai, K., Wang, R., and Chen, X., “Diffcast: A unified framework via residual diffusion for

precipitation nowcasting,” IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2024.

1KNMI Dataset:https://doi.org/10.21944/5c23-p429
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Long-Range Light Messaging: To Backscatter or
not to Backscatter?
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Abstract

The evolution of the Internet of Things (IoT) demands sustainable and energy-efficient solutions capable of long-range
communication. Among these, backscatter communication stands out, consuming significantly less power—often 10 to 100 times
lower—than active radio solutions. However, traditional limitations of backscatter technology, particularly its restricted commu-
nication range, hinder widespread deployment. Recent advancements have introduced Long Range (LoRa)-based backscattering
techniques, integrating Chirp Spread Spectrum (CSS) modulation onto low-power, low-complexity tags, thereby extending
communication ranges up to hundreds of meters or even kilometers. The question studied in this work is: When to backscatter
and when are active transmitters more energy-efficient for long-range and light messaging.

This works systematically reviews existing long-range backscatter technologies and contrasts them with active radio coun-
terparts, focusing on critical aspects such as topology (monostatic vs. bistatic), modulation techniques (On-Off Keying (OOK),
Frequency Shift Keying (FSK), CSS), and the use of ambient signals to further minimize power consumption. Practical
implementation challenges and solutions—including signal modulation complexity, topology-dependent range improvements,
and interference mitigation—are thoroughly assessed. Three included application studies illustrate practical considerations and
trade-offs, offering essential insights into choosing between active and backscatter communications for various IoT applications.

(a) Monostatic backscattering. (b) Bistatic backscattering.
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Abstract—In many applications, determining whether a human
interacting with a system is the same individual who interacted
earlier is a critical task. Facial biometrics have emerged as one
of the most prominent modalities of identification in AI-driven
systems, yet achieving robust privacy preservation remains a
significant challenge. Existing approaches often involve a trade-
off, sacrificing either privacy or efficiency. This work addresses
the research question whether one can combine AI-driven feature
extraction using neural networks with a helper data scheme
that preserve privacy by incorporating a one-way hash function
and maintain identification accuracy. A concatenation may be
straightforward if feature vectors act as independent Gaussian
random variables. To verify this, we evaluate an identification
capacity metric, grounded in information theory, as a step
towards a quantitative evaluation of the (potential) performance
of AI-driven identification systems.

Index Terms—identification system, privacy-preserving, capac-
ity

I. INTRODUCTION

In modern intelligent systems, detecting and identifying
individuals is essential for building smart cities. Person re-
identification (Re-ID) plays a pivotal role in scenarios where
individuals need to be tracked across different cameras or
scenes [1]. For instance, consider the case of cyclists navi-
gating urban environments: Re-ID systems can monitor their
movements across multiple intersections, ensuring safety, opti-
mizing traffic flow, and supporting data-driven urban planning
[2]. Similarly, face recognition systems are ideal for identi-
fying individuals in scenarios where only facial images are
captured, such as at entry checkpoints [3]. Although they
use various biometrics, the underlying requirements for robust
feature extraction and privacy-preservation share significant
overlap [4].

This work introduces a novel evaluation metric for privacy-
preserving feature extraction, validated on face recognition
tasks due to their controlled environment and established
benchmarks. Although initially applied in face recognition,
specifically ArcFace in this work [5], the principles under-
pinning this metric—balancing accuracy, privacy, and effi-
ciency—are directly extendable to Re-ID scenarios like cy-
clist monitoring. Future iterations will refine this approach

for body-oriented features, bridging the gap between these
complementary tasks.

As shown extensively in literature, e.g. [6], biometrics can
be used to achieve identification and face recognition of
individuals. Conventional methods tend to perform statistical
analysis on collected biometric data. Specifically, traditional
biometric identification systems aim to minimize intra-class
variance through robust and invariant feature extraction, while
simultaneously maximizing inter-class variance to ensure clear
separation between different identities in the feature space [7].

This paper studies a particular class of Re-ID in which
privacy is important. That is, the system needs to be capable
of detecting whether a person observed by a camera has been
seen before, without identifying that person specifically. In
the previous example of traffic monitoring, it is important
that the system can attribute camera observations to traffic
participants and follow their flow as living probes, but there
is no need, or even a prohibition, to know or to recognize the
identity of these probe participants. Preferably, we preserve
and guarantee privacy by designing the system such that
recognition of specific persons is intrinsically hard, even for
an inside attacker who has access to data stored by the system.
In our example: ”It took a reference cyclist who adheres to the
traffic regulations 15 minutes to travel from the railway station
to the church.” But not: ”the pastor ignores a red traffic light
occasionally” (recognizing the person) nor ”The person who
entered the church at 10:45 is a black female” (gaining side
information).

When privacy is a concern, biometric features are often
further transformed using privacy-preserving techniques, such
as coarse representations. Our work is motivated by the obser-
vation that privacy-preserving techniques are known in infor-
mation theory, allowing cryptographic transformations such as
hash functions to secure sensitive information while maintain-
ing identification performance [8]. However, the combination
of these with AI techniques seems to have received limited
attention. Recently, with the development of deep learning
in image processing, the information in biometrics can be
leveraged more effectively. For instance, deep learning models
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can learn representative features from images, capturing both
detailed and global characteristics of an image (person) [9].

There are still several problems in this field. The first is
accurately (re-) identifying a person anonymously, thus main-
taining the individual privacy. The second one is designing and
deploying the identification system on the resource-constrained
devices to achieve real-time efficiency [10]. In addition, con-
sidering the privacy requirement, accurate feature extraction
models in various environments should be a precondition.
Based on the more accurate model, we not only exploit
the capacity better in seeking for good trade-off between
accuracy and efficiency, but also to make a better trade-off
between accuracy and privacy. Helper data schemes (HDS)
were originally designed to work with random variables, in
theoretical models often jointly Gaussian, independent and
with the same variance, to protect privacy. Capacity as a
classic information theory term refers to the maximum amount
of information that can be sent to any channel or medium.
Willems et al. [11] introduced the concept of capacity into the
identification system, to evaluate the number of individuals
that the system can be identified error-free. We use these ideas
to explore the suitability of AI generated feature vector to
apply helper data schemes

In order to investigate to what extent the progress in AI
pre-processing (NN-based) for face recognition can effectively
be used in combination with helper data schemes (HDS),
we study a number of aspects. The subsequent sections re-
view the requirements for privacy in HDS and analyze the
feature embeddings extracted from face datasets of various
individuals. Based on feature embeddings, the inter-class (be-
tween) and intra-class (within) variances can be estimated
from feature vectors to prepare the required information for
HDS [12]. Additionally, we estimate the capacity to check
if our combination leads to theoretically reasonable results.
Rather than presenting specific numerical capacity estimates
in the introduction, we note that our analysis indicates that the
theoretical identification capacity based on Gaussian assump-
tions is lower than expected from the networks’ performance.
Detailed quantitative evaluations and discussions are provided
in later sections.

II. RELATED WORK

Biometric identification, such as face recognition and person
re-identification (Re-ID), is important in many smart systems.
A key challenge is to maintain high identification accuracy
while protecting user privacy. Traditional methods often in-
volve trade-offs between privacy and performance. Recent
works combine deep feature extraction with privacy-preserving
techniques [13]. Other studies propose information-theoretic
tools to evaluate identification systems [14].

A. Deep Learning in Person Re-Identification

Deep learning significantly enhances person Re-ID by learn-
ing features that reduce intra-class variance and increase inter-
class separation. Ye et al. [15] and Ming et al. [16] provide

comprehensive surveys on deep learning for Re-ID, address-
ing scalability and deployment in constrained environments.
However, existing deep learning-based Re-ID methods often
overlook the potential risks of privacy leakage inherent in their
design and deployment, particularly with respect to the storage
of feature embeddings in such systems.

ArcFace, introduced by Deng et al. [17], is a widely used
deep face recognition model employing an additive angular
margin loss. Although originally trained for face recognition,
ArcFace’s embeddings generalize well to other identity recog-
nition tasks. In this work, we adopt ArcFace as a pre-trained
feature extractor to generate identity embeddings, which are
then processed using privacy-preserving mechanisms.

B. Privacy-Preserving Techniques in Biometric Systems

Various methods have been developed to enhance privacy in
biometric systems while maintaining recognition performance.

Differential Privacy: Chamikara et al. [18] proposed PEEP,
which adds noise to facial features before storage or matching.
This preserves privacy and maintains an accuracy range of
70% to 90%. However, from an information-theoretic per-
spective, these noise templates still retain significant mutual
information with the original data, and any noise addition or
blurring can negatively impact re-identification performance.

Homomorphic Encryption: Face templates can be en-
crypted such that comparisons are performed directly in the en-
crypted domain. Additional optimizations like clustering have
been introduced to reduce computational costs [19]. However,
while homomorphic encryption enables secure computation, it
does not eliminate the need for decryption; thus, the overall
system security still critically depends on safeguarding the
decryption key—leaving it potentially vulnerable to insider
threats [20].

De-Identification: Dou et al. [21] presented Person Identity
Shift (PIS), which alters visible identities in images while
preserving relative identity relationships. This enables privacy-
preserving data usage during training.

Helper Data Scheme with Hashing: Helper Data Schemes
(HDS) are cryptographic tools for extracting reliable secrets
from noisy biometric inputs. During enrollment, helper data
and a hash of the original biometric are stored. At au-
thentication, the helper data enables reconstruction of the
biometric feature for hash verification. This process aligns
with information-theoretic views of communication over noisy
channels [22], [23]. HDS prevents direct recovery of the
biometric template, making it suitable for privacy-preserving
Re-ID systems. However, we are not aware of any studies that
have explored the use of Helper Data Schemes together with
state-of-the-art neural networks for face recognition.

C. Information-Theoretic Evaluation Metrics

Information theory provides a framework to assess the
reliability of identification systems. Identification capacity
measures the maximum number of individuals a system can
distinguish without error, which is crucial for resource-limited
environments such as IoT edge devices. Willems et al. [11]
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introduced this concept for biometric systems, showing how
capacity can serve as a theoretical limit for secure and accurate
identification.

III. SYSTEM DESCRIPTION AND FORMULATION OF AN
EVALUATION MODEL

A. Data preprocessing

Face images from various persons consists of our dataset.
Additionally, the face images should be aligned before the
feature extraction so we only extract features from those faces
instead of other parts of persons.

We apply the VGGFace2 and finish the face alignment using
Scipy, and we controlled the number of images per person.
Finally, we got 42 persons in the dataset, each person has 300
face images(RGB format reserved).

B. Feature extraction

We extract features from those pre-processed face images
applying the deep convolutional neural networks. Specifically,
we firstly use the encoder of Variantional AutoEncoder (VAE)
due to its capacity to notice the global and local parts for
images. Secondly, we select the pre-trained ArcFace as our
feature extractor since it achieves highest performance for
several classic benchmarks in face recognition. The ArcFace
can capture the facial characteristics well and the researcher
use the Arc loss to enhance the discriminative power for
various person faces. In this case, the model can distinguish
persons better than using previous softmax function as the
loss function. The ArcFace is pre-trained on MS1MV2 dataset,
which can extract 512 features for one image, following with
a similarity calculation we can re-identify individuals. We
apply this feature extraction on the entire dataset to obtain
the features for analysis.

C. Enrollment (or first identification)

At enrollment, we have a total of N dimensions and we
index the dimension n = 1, 2, . . . , N . We have M individuals,
whom we index m = 1, 2, . . . ,M , for each individual,
we have S samples in the dataset, and we index them
s = 1, 2, . . . , S. The person’s face images X⃗(m) contains
variability(light variability, angel variability, etc.), specifically
enrollment face image, is processed by the feature extractor
and principal component analysis (PCA), yielding feature
vector x⃗m,s for each sample. The reason we applied PCA
is to produce more independent features after projection. We
also analyze the statistical properties of extracted features
without PCA to calculate how can we determine the principal
components with a selected explained variance ratio.

In the analysis of the variability among dimensions and
individuals, we fix individual m and compare the distribu-
tions of X1(m), . . . , XN (m) from different dimensions; and
for the fixed dimension n, we compare the distributions of
Xn(1), . . . , Xn(M) from various individuals.

Furthermore, we analyze the intra/inter-class variation in
enrollment. Since we have S observations for M enrolled

individuals, the mean values can be estimated from taking
averages of samples:

µ⃗m =
1

S

S∑

s=1

x⃗m,s

µ⃗ =
1

M

M∑

m=1

µ⃗m

(1)

We estimate the intra-/inter-class within/between) variance in
the usual way

Σw =
1

M

M∑

m=1

[
1

S − 1

S∑

s=1

(x⃗m,s − µ⃗m) (x⃗m,s − µ⃗m)
T

]

Σb =
1

M − 1

M∑

m=1

(µ⃗m − µ⃗) (µ⃗m − µ⃗)
T

(2)
in which x⃗m,s, µ⃗m, µ⃗ are the vectors over dimension N.
The accuracy of these estimates depends on the number of
samples M , and on the extent of correlation among them. An
imbalanced dataset may lead to underestimation of both inter-
class and intra-class variances, which in turn can result in a
lower estimated identification capacity.

D. (Re-) Identification

In the identification phase, we combined the foreknowledge
in ArcFace. ArcFace calculated the cosine similarity between
the feature vectors and set a threshold to determine if two
images are from the same person. The key point is that
similar images can produce similar directions in latent space,
which is the feature vectors after the extraction from images.
Instead of keeping the original feature vectors, we convert the
feature vectors to unit vectors and compare the values of each
dimension to the original registered values of each dimension.
If the difference in all dimensions is less than the threshold
value for that dimension, then we can determine which person
the test image belongs to. This is also why we need to analyze
the distributions of variables to check how to set our thresholds
for dimensions.

Similarly with in enrolment phase, person’s face image
X⃗(m) containing noise in identification phase is also pro-
cessed by the feature extractor and projected using the same
projection matrix as in enrolment, yielding feature vector x⃗m,s

with dimension N .

E. Capacity evaluation

The capacity in biometric identification is a measurement
of the amount of individuals that can be identified without
errors [11]. Hence, we estimate the theoretical capacity of our
biometrics and compare it to the actual capacity in the real-
world scenarios.

Based on the biometric model, there are various hidden
biometric random variable R ∈ RN for each individual and the
features we obtain from enrolment and identification contains
independent additive Gaussian variations Ne and Ni as shown
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Fig. 1. Biometric model for each individual

in fig 1, the samples we observed in enrolment and identifi-
cation phase are X and Y . As explored in previous research
[24], the model in biometric identification systems, referred to
as the ’within-/between-class distribution’ with variances σ2

w

and σ2
b , accounts for variations within individuals and between

individuals to achieve better identification performance.
We anticipate the variation of one individual can be reduced

averaging all samples of an individual to produce the optimal
estimation of hidden biometric value R ≈ µ⃗. And the theoreti-
cal capacity for our biometrics can be estimated by the mutual
information between the enrolment and identification samples
as

I(X;Y ) = h(X) + h(Y )− h(X,Y ) (3)

in which X ∼ N (µ,ΣX) and h(X,Y ) is the joint entropy,
Y ∼ N (µ,ΣY ), also, since Ne and Ni are independent addi-
tive Gaussian, we have ΣX = ΣR+ΣNe and ΣY = ΣR+ΣNi .
The h represents the entropy function, and due to the Gaussian
variables assumption, we can get

I(X;Y ) =
1

2
log2

(
(2πe)N |ΣX |

)
+

1

2
log2

(
(2πe)N |ΣY |

)

− 1

2
log2

(
(2πe)2N |ΣXY |

)

=
1

2
log2

|ΣX | |ΣY |
|ΣXY |

(4)
In the above equation, ΣXY can be calculated as equation 5.

ΣXY =

[
E
[
X2
]
− E[X]2 E[XY ]− E[X]E[Y ]

E[Y X]− E[Y ]E[X] E
[
Y 2
]
− E[Y ]2

]

=

[
ΣR +ΣNe

ΣR

ΣR ΣR +ΣNi

]

(5)
Or it can be calculated according to the property of joint
covariance matrix as follows,

ΣXY =

[
KXX KXY

KY X KY Y

]

=

[
ΣX ΣXY

ΣXY ΣY

]

=

[
ΣR +ΣNe

ΣR

ΣR ΣR +ΣNi

]
(6)

The ΣXY is the joint covariance matrix because of the joint
entropy h(X,Y ), and N is the vector length(dimensions in our
case), the |Σ| is the determinant of covariance matrix. hence
ΣXY is a matrix in R2N×2N , while ΣX and ΣY are matrices
in RN×N .

We can calculate the |ΣX | and |ΣY | using the product
of eigenvalues, however, the |ΣXY | has various size with
previous two terms, leading to the difficulty of understanding
the relationship between capacity and the number of biometric
features. Thus, we convert it to equation 7 based on the
invertible property.

|ΣXY | = |(ΣR +ΣNe
) (ΣR +ΣNi

)

−ΣR (ΣR +ΣNi)
−1

ΣR (ΣR +ΣNi)
∣∣∣ (7)

With this conversion, we can transform equation 4 to the
following calculation

I(X;Y ) =
1

2
log2

∏N
i=1 (λX)i (λY )i∏N

i=1 (λXY )i

=
1

2

N∑

i=1

log2
(λX)i (λY )i
(λXY )i

(8)

in which the λ represents the eigenvalue and i ∈ {1..N}
indexes the dimension. Regrettably, this eigenvalue-based cal-
culation does not yield plausible and reliable results. One
reason is that the number of samples affects the estimation
of Σw and Σb, which in turn influences the corresponding
eigenvalues. Another reason is that many dimensions among
neural network-extracted features are highly correlated and add
only a little additional information. As a result, the values of
λX , λY , λXY are sometimes closed to zero, which can lead to
nonsensical outcomes when applying the logarithm function.

Based on the estimation of R ≈ µ⃗, we calculate the
covariance and obtain an approximation of the biometric
covariance, i.e.,ΣR = Σb. Similarly, the noise covariances
can be represented as ΣNe

≈ ΣNi
≈ Σw. Therefore, we can

calculate the theoretical capacity of the biometrics based on
the intra-/inter-class covariance matrices as in 9. However,
a similar issue arises here: the covariance matrices can be
ill-conditioned, leading to computational difficulties when
applying the logarithm function.

I(X;Y ) =
1

2
log2

(
1 +

|Σb|2

|Σw|2 + 2 |Σw| |Σb|

)
(9)

To avoid these numerical problems, we ignore the corre-
lation between feature dimensions, that is we simplify the
covariance matrix |Σb|, |Σw| as a diagonal matrix. Then
we can directly apply the diagonal values to calculate the
capacity according to equation 9. Then the capacity expression
is shown as in equation 10, in which (σb)i , (σw)i represent
the diagonal value of |Σb|, |Σw| in i − th dimension. In
this simplified scenario, the capacity estimates are based on
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Fig. 2. The within/between-class covariance matrix (only show the first 50 dimensions)

redundant information, resulting in values that underestimate
the actual capacity.

I(X;Y ) =
1

2

N∑

i=1

log2

(
1 +

(σb)
2
i

(σw)
2
i + 2 (σw)i (σb)i

)
(10)

Note that equality holds if the dimensions are independent.

IV. EXPERIMENTAL ANALYSIS

As mentioned previously, the overview process of privacy-
preserving re-ID is that, we firstly extract representative fea-
tures from images in the dataset; We can apply quantization to
produce the coarse representation for features, and the helper
data scheme can lead to the unique and reproducible template
for each person.

However, since the properties of feature vectors are impor-
tant in the privacy-preserving re-ID, we firstly test the receiver
operating characteristic (ROC) curve to make sure the pre-
trained ArcFace performs well in non-privacy preserving face
recognition task. Besides, we get the features statistical anal-
ysis to check if they are the expected independent Gaussian
distribution, and to check the distribution difference among
people and dimensions.

Furthermore, if the feature statistical analysis is not the
independent as expected, we try principle component analysis
to force the features to be independent. Then we get the
capacity curve according to the equations in section 3. After
all these features statistical analysis, we apply the helper data
scheme to achieve the privacy-preserving for the biometric
identification system, in which quantization followed by one-
way hash function is required to have proper parameters, such
as intervals.

V. RESULTS

A. Features statistical analysis

As stated in the system description, we analyze the distribu-
tion of each feature dimension after the feature extraction. We

first check the cumulative distribution functions (CDFs) and
probability density functions (PDFs) to analyze the statistical
property of features xN

i=1. When we fixed the person identity,
we observe the differences in both the CDFs and the PDFs
across different feature dimensions as shown in fig 3 and fig
4. While the CDFs and PDFs generally resemble a Gaussian
shape, variations in location and steepness across dimensions
indicate differences in mean and variance. When we fixed the
dimension, we compare the distributions of various individuals
in the same dimension to check the distinguish-ability. Part of
the results shows in fig 5 and fig 6. The results show part of
the distinguish ability of features among various individuals.

Moreover, to assess the overall redundancy in our 512-

Fig. 3. The CDFs of X1(1), . . . , X5(1) without PCA

dimensional embedding space, we have the population-wide
correlation heatmap. The results shows that while the majority
of feature dimensions are largely uncorrelated, we identify
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Fig. 4. The PDFs of X1(1), . . . , X5(1) without PCA

Fig. 5. The CDFs of X1(1), . . . , X1(5) without PCA

dozens of dimension pairs (|r| > 0.3) exhibiting moderate
intercorrelation, suggesting partial redundancy in the learned
representation. The first 15 dimensions correlation is shown
in fig 7.
Additionally, we tried principle component analysis (PCA) to

check the effective dimensionality and variance distribution of
the feature embeddings. Figure 8 presents the full eigenvalue
spectrum (left) and per-component explained-variance ratio
(right) for the 512-dimensional enrollment covariance matrix
of feature embeddings. The left panel shows that the largest
eigenvalue reaches approximately 14 but decays sharply to
below 1 by the 50th component and approaches zero around
the 300th. The right panel plots the individual explained-
variance ratio (blue) and cumulative variance (orange), reveal-
ing that the first 10 components capture only about 60% of
the total variance, the first 50 about 70%, and roughly 200
components are required to explain 95%. This pattern indicates

Fig. 6. The PDFs of X1(1), . . . , X1(5) without PCA

Fig. 7. The population-wide correlation heatmap for the first 15 dimensions

that, while the leading principal axes concentrate much of
the between-class signal, a substantial tail of mid-ranked
dimensions still carries non-negligible identity information,
thereby limiting the extent of safe dimensionality reduction.

B. Inter/Intra-class variance

Additionally, we analyze the within group variance, which
can capture the variability of different images from one person.
Also, the between group variances are calculated according to
section 3. And the results are shown in figure 2. We can see
that the within-class variances (left) are relatively modest and
fairly uniform after Dim 10, reflecting consistent, low-level
fluctuations of each feature within an individual’s samples.
In contrast, the between-class variances (right) exhibit larger
values in the earliest dimensions and then decay rapidly
toward zero. This pattern indicates that the first few embedding
channels possess greater discriminative power.
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Fig. 8. Eigenvalue spectrum and explained-variance ratio for the 512-dimensional enrollment covariance matrix

Furthermore, figure 9 visualize the inter/intra-class vari-
ance for two embedding dimensions. Dashed curves represent
the population-wide distributions (inter-class variance) for
dimension 1 and dimension 2, while solid curves depict the
single-subject distributions (intra-class variance) for the same
dimensions. The differing overlaps and peak locations indicate
that the degree of separation between inter- and intra-class
variance varies by dimension, with dimension 1 exhibiting
greater class-level dispersion relative to individual-level vari-
ation than dimension 2.

Fig. 9. The PDFs of population-wide ID and single ID (Inter- and intra-class
variance)

C. ROC Curve

To verify the identification power of our embeddings before
applying any privacy-preserving techniques, we computed the
ROC curve using the raw feature vectors, which are the direct
outputs of a pre-trained ArcFace model without further pro-
cessing. Figure 10 shows the ROC curve for the raw ArcFace

feature vectors, yielding an AUC of 0.93 and demonstrating
strong separability between genuine and impostor pairs. These
points highlight the trade-off between security (low FPR) and
usability (high TPR), indicating that the decision threshold can
be tuned to satisfy different identification requirements.

Fig. 10. The ROC curve with thresholds

D. Capacity Estimation

As stated in our previous section, we can estimate the
capacity across feature dimensions based on equation 10.
Figure 11 shows the identification capacity for the first 50
embedding dimensions, plotted in their original channel order.
Capacity falls sharply from approximately 0.7 in dimension
1 to near zero by dimension 40; dimensions beyond 50
are omitted because their capacity is effectively zero. This
trend indicates that the earliest dimensions capture the bulk
of between-class variance, while later dimensions contribute
progressively less discriminative power.
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Fig. 11. The estimated capacity over the first 50 dimensions (Ignoring
correlations between dimensions)

VI. CONCLUSION

In summary, our work explored the feasibility of combining
AI-driven feature extraction with a helper data scheme that
can allow a one-way hash function. The intention is to
maintain identification accuracy while preserving privacy in
a cryptographic way. Our analysis reveals that the feature
vectors over dimensions seem to approximate a Gaussian
behavior, as both the PDF and CDF closely resemble a
Gaussian distribution, and dimensions are correlated to some
extent. This correlation, along with the observed variance
patterns, plays a critical role in identification performance.
Nonetheless, we observed a number of challenges. If we
calculate capacity from a theoretical Gaussian model, even if
we optimistically assume independent features is lower than
expected. We extracted statistical parameters by estimating
covariances as root mean square errors in a limited data set.
It appeared that using these in capacity formulas results in
numerical problems and unrealistic values. Specifically, the
within-class variance did not exhibit the minimal differences
anticipated for a single individual, while the between-group
variance analysis indicates that lower-dimensional represen-
tations reveal a more pronounced inter-individual variability.
Moreover, the identification capacity metric shows a decline
as dimensionality increases, suggesting that lower-dimensional
representations preserve more relevant information for en-
hancing identification ability. In the further development of
the system, this will inevitably present challenges in properly
setting quantization intervals to prepare the feature values for
cryptographic operations, such as one-way hashing. Overall,
our findings contribute toward establishing the viability of
combining neural network-based feature extraction with helper
data schemes. This approach offers a path forward for achiev-
ing privacy preservation without significantly compromising
the discriminative power of AI-based biometric systems.
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Abstract—This paper addresses graph topology identification for appli-
cations where the underlying structure of systems like brain and social
networks is not directly observable. Traditional approaches based on
signal matching and spectral templates have limitations, particularly in
handling scale issues and sparsity assumptions. We introduce a novel
covariance matching methodology that efficiently reconstructs the graph
topology using observable data. For the structural equation model (SEM)
using an undirected graph, we demonstrate that our method can converge
to the correct result under relatively soft conditions. Furthermore,
we extend our methodology to polynomial models and any known
distribution of latent variables, broadening its applicability and utility in
diverse graph-based systems.

Index Terms—graph topology identification, covariance matching,
structural equation model, polynomial model

I. INTRODUCTION

Graph topology identification remains a critical issue in graph
signal processing (GSP), where systems are modeled as networks, yet
their actual underlying structure is often invisible. Examples of such
systems include brain functional connectivity networks and social
networks. In these applications, while the direct graph structure is not
observable, nodal data is typically available. For instance, in academic
networks [1], the advisor-advisee links may not be visible, yet we can
analyze collaborative patterns to uncover these connections. Similarly,
in brain networks [2], neural signals provide indirect clues about
the connectivity. Therefore, the primary challenge in graph topology
identification lies in deducing the hidden graph structure from these
nodal observations, a task that is fundamental for analyzing and
understanding the interactions within these networks.

The structural equation model (SEM) is a popular tool to link
nodal data with the graph, and it has been frequently used in
graph topology identification [3], [4], [5], [6]. A remarkable result
was provided by [6], where it was demonstrated that for sparse
directed acyclic graphs (DAGs), the graph can be uniquely determined
when the unknown external inputs are Gaussian with equal variance.
This foundational work spurred further developments, leading to
more efficient algorithms as evidenced by [7] and [8]. However, for
undirected graphs, methods using signal matching have performed
poorly without the presence of exogenous variables, even with the
introduction of sparsity constraints [9], [10]. On the other hand,
spectral template-based approaches, such as the polynomial graphical
lasso (PGL) algorithm, have shown potential in handling certain
graphs [11], but the results typically differ from the true structure
by a scale factor and require extensive restrictions (sparsity and sign)
on the graph for the method to be effective.

To the best of our knowledge, no existing work has exhaustively
addressed topology identification for undirected graphs using a SEM.

*This work is partially supported by the NWO OTP GraSPA proposal
#19497, and the EU HORIZON-CHIPS-JU-2023-2-RIA ShapeFuture project,
under grant agreement No 101139996.

This paper fills this gap by proposing a novel covariance matching-
based method. We will prove that under relatively soft conditions, our
proposed method consistently converges to the correct result without
encountering the scale issue often associated with other approaches,
and our method is more robust. Furthermore, we do not need to
make any assumptions about sparsity. We will also extend our method
to accommodate polynomial models and any known distribution of
latent variables, broadening the applicability of our approach in graph
topology identification.

II. PRELIMINARIES

In this section, some background information is presented that is
required to explain the main contributions of this work.

Graph signal processing: We describe a graph as G = {V, E ,S},
where V = {1, . . . , N} represents the set of vertices, E ⊆ V × V
denotes the set of edges, and S ∈ RN×N is referred to as the graph
shift operator (GSO). It is an N ×N matrix that captures the local
structure of the graph, whose entries Sij are non-zero only if i = j
or if (j, i) ∈ E [9]. The adjacency matrix or the combinatorial graph
Laplacian are matrices that can be used as GSO. Each node i ∈ V
is associated with a scalar value xi. By stacking these values into
a vector x = [x1, . . . , xN ]⊤ ∈ RN , we obtain what is known as a
graph signal.

Structural equation model: Considering a simplified SEM ex-
cluding the influence of exogenous variables, the internal structure
of a graph signal x can be expressed as

x = Sx+ e. (1)

Here, the matrix S represents the GSO of the graph. Clearly, this
GSO should have zero diagonal entries indicating no self-influence
and hence can be interpreted as an adjacency matrix. Furthermore, the
vector e, assumed to follow a zero-mean white Gaussian distribution,
i.e., e ∼ N (0, I), accounts for the noise. This assumption is inspired
by the findings in [6]. Therefore, the covariance of x can be derived
as E[xx⊤] = E[(I− S)−1ee⊤(I− S)−⊤] = (I− S)−1(I− S)−⊤.

In case we consider multiple independent realizations of e, which
can be stacked in E = [e1, e2, . . . , eT ], we obtain multiple indepen-
dent realizations of x, grouped in X = [x1,x2, . . . ,xT ], as

X = SX+E. (2)

Polynomial model: The SEM described in (1) (or equivalently (2))
essentially takes the form x = He, where H = (I − S)−1. This
representation can be viewed as a special case of a polynomial
relationship because the matrix H = (I − S)−1 can usually be
expanded into a power series of S. This concept forms the basis
of the polynomial model, which considers

x = h(S)e. (3)
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In this model, h(x) represents any polynomial of the form h(x) =∑L−1
l=0 hlx

l. We again assume that e ∼ N (0, I).

III. TOPOLOGY IDENTIFICATION FOR SEM

In this section, we focus on the SEM for undirected graphs, which
we then later on will extend to any other known polynomial model
or latent variable distribution. Note that we will use a hat notation to
represent the optimization variable whereas we use a star to indicate
the optimal solution.

A straightforward approach to estimate a symmetric hollow S
from (2) is to minimize ∥X−ŜX∥2F using the constraints diag(Ŝ) =
0 and Ŝ = Ŝ⊤. However, it can be shown that this does not lead to
the ground truth S, even when the number of samples T grows to
infinity and e ∼ N (0, I). To prove this, observe that for an infinite
number of observations, the objective function can be defined as
f(Ŝ) = E{∥x − Ŝx∥22} = tr((I − S)−2(I − Ŝ)2). Given that Ŝ
is a symmetric matrix, for the optimal solution we should obtain
df

dŜ
= ∂f

∂Ŝ
+ ∂f

∂Ŝ⊤ − Diag( ∂f

∂Ŝ
) = Λ [12], where Λ is a diagonal

matrix because non-zero off-diagonal elements would allow gradient
descent to further minimize f 1. However, setting Ŝ to the true S, it
can be proven that ∂f

∂Ŝ
|Ŝ=S = −2(I−S)−1. As a result, df

dŜ
|Ŝ=S = Λ

is only possible when S is a diagonal matrix, which is not possible.
Instead, we focus on a covariance matching approach, where we

match the sample covariance matrix Cx = XX⊤/T to the theoretical
covariance matrix Σx = E{xx⊤} expected from the model. Under
the conditions e ∼ N (0, I) and S = S⊤, the latter is given by

Σx = (I− S)−1(I− S)−⊤ = (I− S)−2. (4)

Introducing H = (I − S)−1 as earlier, we thus obtain Σx = H2.
Estimating H instead of S, our covariance matching problem can be
formulated as

H∗ = argmin
Ĥ

∥Ĥ2 −Cx∥2F

subject to diag(Ĥ−1) = 1,

Ĥ = Ĥ⊤.

(5)

This problem is hard to solve though, so we further tune this into a
more manageable form.

Let the eigenvalue decomposition (EVD) of the symmetric matrix
variable Ĥ be given by Ĥ = Ûdiag(λ̂)ÛT , which leads to2 Ĥ2 =
Ûdiag(λ̂2)Û⊤. This allows us to replace the matrix variable Ĥ by
two new variables Û and λ̂. Consider now also the EVD of Cx,
which is given by Cx = Uxdiag(λx)U

⊤
x . Then we can simplify

problem (5) by setting Û = Ux and restricting the problem to the
single vector variable λ̂. Problem (5) can then be approximated as

λ∗ = argmin
λ̂

∥λ̂2 − λx∥22

subject to diag(Uxdiag(λ̂−1)U⊤
x ) = 1.

(6)

Since this constraint is still hard to handle, we further approximate
the problem by setting the objective to zero and turning the constraint
into an objective.

1We adopt the definition of matrix differentiation for structured matrices
from [12]. Specifically, for a scalar function g(A), we define dg

dAij
=

∑
kl

∂g
∂Akl

∂Akl
∂Aij

.
2All powers of vectors should be considered as element-wise.

Setting the objective to zero means that λ̂2 = λx. This however
introduces a sign ambiguity, which we can interpret as our new
variable. So introducing q̂ ∈ {−1, 1}N×1 we can change the variable
λ̂ into the binary variable q̂ by setting λ̂ = diag(q̂)λ

1/2
x , where

(·)1/2 represents the positive square root.
Now turning the constraint in problem (6) into an objective

function, we obtain

∥ diag(Uxdiag(λ̂−1)U⊤
x )− 1∥22

= ∥diag(Uxdiag(q̂−1)diag(λ−1/2
x )U⊤

x )− 1∥22

= ∥diag(Uxdiag(q̂)diag(λ−1/2
x )U⊤

x )− 1∥22

= ∥(Ux ⊙Ux)diag(λ−1/2
x )q̂− 1∥22,

(7)

where ⊙ is the element-wise (Hadamard) product and where we
have used q̂ = q̂−1. Hence, the objective now becomes a sim-
ple quadratic function in the binary variables q̂. Defining W =
(Ux ⊙Ux)diag(λ−1/2

x ) our proposed problem can finally be stated
as the following binary least squares problem also known as an
unconstrained binary quadratic programming (UBQP) problem:

(P1) q∗ = arg min
q̂∈{−1,1}N×1

∥Wq̂− 1∥22. (8)

For this problem, we can state the following identifiabily theorem.
Theorem 1: Let the EVD of the true GSO S be given by S =

U diag(λ)U⊤. Further assume p̂ is a binary variable and consider
the equation

(U⊙U)|I− diag(λ)|p̂− 1 = 0. (9)

If this equation only has one binary solution p∗, then the estimator
S∗, obtained from the solution of problem (P1), i.e., S∗ = I −
Ux diag(q∗) diag(λ−1/2

x )U⊤
x , will converge to the true S when the

number of observations T goes to infinity.
Our proof sketch starts with observing that at T = ∞ we have

Cx = Σx = (I− S)−2. As a result, the EVD of Cx then is Cx =

U(I − diag(λ))−2U⊤, and thus Ux = U and λ
−1/2
x = |1 − λ|.

Hence, saying that (9) has a unique binary solution p∗ is the same
as saying that (8) has a unique solution q∗ at T = ∞ and these
solutions are then also the same.

Although this theorem may seem evident, it can be considered as a
broadening of the theorem mentioned in [13], where rank(U⊙U) =
N − 1 is required. Under this condition, our theorem holds trivially.
However, our theorem has the potential to handle cases where
rank(U ⊙ U) < N − 1 and in our experiments, we will verify
this.

There are many ways to solve an UBQP. Here we consider the
traditional semi-definite relaxation approach and we refer the reader
to [14] for more details.

IV. EXTENSION TO POLYNOMIAL MODEL

In this section, we extend the SEM approach to the polynomial
model. If e ∼ N (0, I) and S = S⊤, then according to (3) we have

Σx = h(S)h⊤(S) = h2(S) (10)

Similar as in Section III, we will then try to match Cx to h2(S). To
do that, we basically follow the same ideas as for the SEM and start
by defining the EVD of the matrix variable Ŝ as Ŝ = Û diag(λ̂)Û⊤.
Further decomposing Cx as Cx = Ux diag(λx)U

⊤
x , we can set
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Û = Ux. This allows us to match h2(diag(λ̂)) to diag(λx) under
the hollow constraint diag(Uxdiag(λ̂)U⊤

x ) = (Ux ⊙ Ux)λ̂ = 0.
Switching again the objective and constraint, we finally obtain the
problem

λ∗ = argmin
λ̂

∥(Ux ⊙Ux)λ̂∥22

subject to h2(diag(λ̂))− diag(λx) = 0.

(11)

The constraint basically represents a set of scalar polynomial con-
straints of the form h2(λ̂i) − λi,x = 0, i = 1, 2, . . . , N , where
λ̂i (λi,x) denotes the ith element of λ̂ (λx). Denoting the roots of
the ith scalar polynomial as Ci = {c1i , c2i , . . . , cpii } we can replace
h2(λ̂i)− λi,x = 0 by λ̂i ∈ Ci. Our proposed problem can finally be
stated as

(P2) λ∗ = argmin
λ̂

∥(Ux ⊙Ux)λ̂∥22

subject to λ̂i ∈ Ci, i = 1, 2, . . . , N.

(12)

Let us explore how (P2) specializes to (P1). If we set h(S) =
(I−S)−1 in (P2), then all solutions to the equation h2(diag(λ̂))−
diag(λx) = 0 can be expressed as λ̂ = diag(λ−1/2

x )q̂ − 1, where
q̂ ∈ {−1, 1}N×1. Therefore, the objective of (P2) can be rewritten
as (Ux⊙Ux)(diag(λ−1/2

x )q̂−1), which, due to the property (Ux⊙
Ux)1 = 1, becomes identical to the problem defined in (P1). Thus,
(P2) can be viewed as an extension of (P1).

Similar to the semi-definite relaxation approach used for the SEM
problem, this problem can also be solved using convex relaxation
approaches [15]. Additionally, solvers like Gurobi [16] that support
integer programming can also be used to find a global minimum.

V. EXTENSION TO GENERAL DISTRIBUTION

In this section, we go back to the regular SEM and explore
extending the distribution of the latent variable e. More specifically,
consider e to be normally distributed as e ∼ N (0,Σe), where Σe

is known.
Estimating S then again boils down to estimating H = (I−S)−1.

At first sight, one could exploit the fact that Σx = HΣeH
⊤

and match ĤΣeĤ
⊤ with Cx. Solving this matching problem is

challenging though. As an alternative, observe that (HΣe)
2 =

HΣeHΣe = ΣxΣe. This allows us to match (ĤΣe)
2 with CxΣe

which is similar to (5), where we matched Ĥ2 with Cx. As a result,
we follow again the same steps.

First, we introduce two new variables Û and λ̂ by considering the
EVD of ĤΣe, i.e., ĤΣe = Û diag(λ̂)Û−1. This obviously leads
to (ĤΣe)

2 = Û diag(λ̂)2Û−1. Computing the EVD of CxΣe,
we obtain3 CxΣe = Uxe diag(λxe)U

−1
xe . Setting now Û = Uxe

and replacing the matching problem by the constraint λ̂2 = λxe

introduces once again a sign ambiguity. More specifically, we can
change the variable λ̂ by the binary variable q̂ ∈ {−1, 1}N×1 using
λ̂ = diag(q̂)λ

1/2
xe . Overall, this allows us to write Ĥ as a function

of q̂ through

Ĥ = Uxe diag(q̂)diag(λ1/2
xe )U−1

xeΣ
−1
e . (13)

The inverse of Ĥ is then given by

Ĥ−1 = ΣeUxediag(λ−1/2
xe ) diag(q̂)U−1

xe (14)

3Note that we use the notation U primarily to align with the previous
notation and it does not imply that U is unitary

and the diagonal of Ĥ−1 is

diag(Ĥ−1) = [(ΣeUxe)⊙U−⊤
xe ]diag(λ−1/2

xe )q̂. (15)

Finally, defining W = [(ΣeUxe) ⊙ U−⊤
xe ]diag(λ−1/2

xe ), the opti-
mization problem simplifies to:

(P3) min
q̂∈{1,1}N×1

∥Wq̂− 1∥22, (16)

which is again an UBQP that can be solved using semi-definite
relaxation.

Comparing (P1) and (P3), their formulations are almost identical.
Furthermore, if we assume Σe = I, then Uxe in (P3) reduces to Ux,
and U−⊤

xe also reduces to Ux. Moreover, λ−1/2
xe reduces to λ

−1/2
x .

This extension of the SEM problem is quite elegant, as it scarcely
alters the structure of the problem, and the complexity of solving the
optimization problem remains the same.

VI. EXPERIMENTS

Here we consider some experiments using simulated and real
graphs. For the simulated graphs, we generate 100 realizations. We
evaluate the normalized squared error, defined as NSE(S,S∗) =
∥S∗ − S∥2F /∥S∥2F , averaged over these 100 graphs across various
sample sizes T ranging from 102 up to 106.

Comparison with other methods:
Here, we compare our approach (refered to as CovMatch) with

SpecTemp [13] and with a trivial signal matching approach (Sig-
Match) [4] based on minimizing ∥X − ŜX∥2F . Due to the sign
constraints of SpecTemp, all graphs are assigned positive weights
ranging from 0.1 to 2. At the same time, we adopt the simplest
assumption that Σe = I. In the first scenario (labelled as simple),
we deliberately generate graphs where rank(U ⊙ U) = N − 1. In
the second scenario (labelled as hard), we only generate graphs with
rank(U ⊙ U) < N − 1 to check the robustness of our method. In
both scenarios, the number of nodes and edges are set to 20. For each
scenario, we calculate the average NSE. Note that a singular value
less than 5× 10−4 is considered as a rank loss here.

Fig. 1: Average NSE for different samples.

As shown in Fig. 1, it is evident that SpecTemp often fails due
to a loss of rank. Conversely, our method, CovMatch, continues
to perform well. This highlights the robustness and reliability of
CovMatch. Further, the SigMatch approach never converges to the
correct result, but it performs better than others with less observations.
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(a) SEM sparse graph (b) SEM fully connected graph (c) Polynomial model sparse graph

Fig. 2: Distribution of NSE across different graph configurations and methods. (a) SEM sparse graph, (b) SEM fully connected graph, and
(c) polynomial model. As T → ∞, the NSE values are all smaller than 2× 10−5.

This is because both SpecTemp and CovMatch highly rely on an
accurate sample covariance, which requires many samples.

Besides the advantages mentioned above, our method can also
handle negative edge weights and some very challenging graphs. For
the next experiment, the edge weights of the 100 graph realizations
are chosen within the range [−2,−0.1]∪ [0.1, 2]. For the covariance
matrix of the latent variables Σe, we begin by generating a random
N×N matrix, Σhalf, with each element uniformly distributed between
[−1, 1]. The covariance matrix is then formed as Σe = ΣhalfΣ

⊤
half,

ensuring it is symmetric and positive semi-definite. For the SEM,
we generate Σe according to this method, while for the polynomial
model, we still adopt Σe = I.

SEM for sparse graphs: In this scenario, we employ a graph
with 20 edges and 20 nodes, and intentionally create a challenging
condition by generating graphs with a rank of N − 3. This condition
may cause some methods to fail due to the presence of repeated
eigenvalues in Cx [11]. However, our method remains effective under
these constraints.

SEM for fully connected graphs: For the second configuration,
we test our method on a fully connected graph and we ignore the rank
constraint. Methods that rely on sparsity often fail in this scenario,
but our approach continues to perform well.

Polynomial model: Here we consider graphs with 20 nodes and 40
edges while ignoring the rank constraint and we apply the polynomial
model. Additionally, we define the polynomial function h(x) as a
third-order polynomial h(x) =

∑3
i=0 hix

i, where each coefficient
hi is randomly chosen from the interval [−1, 1].

As demonstrated in Fig. 2, our methodology has been notably suc-
cessful not only on two particularly challenging graph configurations
for a SEM but also on nontrivial polynomial models. As the sample
size increases, the average NSE generally decreases to significantly
low levels. In ideal conditions, with an infinite sample size, our errors
can approach zero, showcasing the robustness and effectiveness of
our approach. These results also provide indirect confirmation of the
correctness of Theorem 1.

Real data: We also compare our approach with network decon-
volution (referred to as NetDeconv) [17], which similarly involves
estimating S from H. In this experiment, each node within the
network corresponds to an amino acid residue, and the edges denote
mutual information, reflecting co-variation among residues across
multiple sequence alignments that include 2,000 to 72,000 sequences.
Our objective is to deduce structural constraints among amino acid
pairs to aid in predicting protein structures.

We employ a relatively straightforward polynomial h(x) =

1
80
(x3 +2x2 +4x), whereas NetDeconv approximates h(x) = x

1−x
.

Terms such as “1wvn” shown in Figure 3 represent different pro-
tein labels. The figure illustrates that in various cases, our results
outperform those of NetDeconv.

Fig. 3: Real contact edge recovery as a function of the number of
edges considered.

VII. CONCLUSIONS

In this paper, we have introduced a promising topology identifi-
cation methodology based on covariance matching, which is funda-
mentally based on reproducing the theoretical covariance model from
the sample covariance matrix. This approach has significant potential
due to its foundation in regenerating observable data characteristics.
Focusing on the SEM as our primary area of study, we have described
how we can simplify the problem into a UBQP which can be
solved by semi-definite relaxation. For this UBQP we also provide a
convergence proof to the true graph. Furthermore, we assert that our
method can be extended to more complex scenarios, such as towards
the polynomial model framework, and even to any known distribution
of latent variables. We substantiate the efficacy and correctness of our
approach through extensive experimental validation, demonstrating its
robustness across a variety of settings.
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Abstract

We propose the first continuous-variable (CV) unclonable encryption scheme, extending
the paradigm of quantum encryption of classical messages (QECM) to CV systems. In our
construction, a classical message is first encrypted classically and then encoded using an error-
correcting code. Each bit of the codeword is mapped to a CV mode by creating a coherent state
which is squeezed in the q or p quadrature direction, with a small displacement that encodes
the bit. The squeezing directions are part of the encryption key. We prove unclonability in
the framework introduced by Broadbent and Lord, via a reduction of the cloning game to a
CV monogamy-of-entanglement game.

1 Introduction
The marriage of quantum information theory with cryptography has given rise to a wide array of
protocols that exploit uniquely quantum phenomena, most notably the no-cloning principle [1, 2,
3], to achieve security properties that are unattainable in a classical setting. One such concept,
unclonable encryption, harnesses the indivisibility of quantum states to prevent an adversary from
copying an encrypted message.

The term Unclonable Encryption (UE) first appeared in 2003 in a paper by Gottesman [4].
Alice encrypts a classical message into a quantum state. A security definition was introduced
that essentially states “If Bob decides that his decryption is valid, then Eve, given the key, has
only negligible information about the plaintext.” The security definition was formulated in terms of
the trace distance between encryptions of different messages. In the same framework, Leermakers
and Škorić devised an UE scheme with key recycling [5]. Broadbent and Lord [6] introduced a
modified security definition, based on a cloning game, and constructed UE in the random oracle
model. Several further UE schemes were introduced in [7, 8, 9], and results on the feasibility and
limitations of UE were given in [10, 11].

Until now, UE has been exclusively studied in discrete-variable (DV) quantum systems. How-
ever, in the field of Quantum Key Distribution (QKD), continuous-variable (CV) quantum systems
have emerged as an attractive alternative to DV [12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. CV does not
need expensive single-photon detectors, and has the advantage that low-loss telecom wavelengths
(1310nm, 1550nm) can be used, making it possible to capitalize on several decades of experience
in coherent optical communication technology. Beyond QKD, the practical advantages hold more
generally for other quantum information processing applications, and this has fueled substantial
interest in translating DV-based cryptographic ideas into the CV domain.

In this paper, we propose the first Unclonable Encryption scheme that works with Continuous-
Variable states. We provide a security proof in the UE framework of [6]. It turns out that
bringing UE from discrete to continuous variables has a number of nontrivial aspects. On the
construction side, the parameters of the scheme need to be tuned such that there both decryptability
and unclonability are satisfied. On the proof-technical side, we introduce a number of ‘game
hops’ in order to connect the cloning game, which features in the UE security definition, to the
CV monogamy-of-entanglement game, for which an upper bound on the winning probability has
recently been proven [22]. Furthermore it is necessary to slightly modify the definition of an

1
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encryption, in order to allow for a small probability of decryption failure, caused by the probability
tails of the CV measurements.

Beyond the immediate theoretical interest, a CV-based UE scheme has potential advantages
for future practical quantum networks, especially where CV platforms are more readily integrated
with existing optical infrastructure.

The outline of the paper is as follows. In Section 2 we briefly review CV formalism and important
definitions and results from the literature. In Section 3 we present our protocol and verify that it
satisfies the definition of a quantum encryption. Section 4 contains the unclonability proof. The
main result is stated in Theorem 4.4. In Section 5 we summarize and discuss future work.

2 Preliminaries

2.1 Notation
We use standard bra-ket notation for quantum states. Hilbert spaces are written as H with a
subscript. E.g. we write the Hilbert space of a single CV mode as H1. The notation D(H) stands
for the set of density operators on H. The Hamming weight of a string s is written as |s|.

2.2 Continuous Variables; Gaussian states
A ‘mode’ of the electromagnetic vector potential represents a plane wave solution of the vacuum
Maxwell equations at a certain frequency, wave vector and polarisation. Associated with each mode
there is a creation operator â† and annihilation operator â. The linear combinations q̂ = â+â†

√
2

and

p̂ = â−â†

i
√
2

are easy-to-observe quantities called quadratures, and they behave as the position and
momentum operator of a harmonic oscillator.

The Gaussian states are a special class of CV states; their Wigner function (quasi density
function on the phase space) [23] is a Gaussian function of the quadrature variables. An N -mode
Gaussian state is fully characterized by a displacement vector d ∈ R2N and 2N × 2N covariance
matrix Γ. The corresponding Wigner function is 1

πN
√
det Γ

exp−(x−d)TΓ−1(x−d), where x stands
for the vector (q1, p1, . . . , qN , pN )T . The class of Gaussian states contains important states like
the vacuum, thermal states, coherent states, squeezed coherent states and EPR states (two-mode
squeezed vacuum). A coherent state that is squeezed in the q-direction has covariance matrix(
e−ζ 0
0 eζ

)
, where ζ ≥ 0 is the squeezing parameter. For the p-direction it is

(
eζ 0
0 e−ζ

)
. All intermediate

directions are possible, but will not be used in this paper.
An EPR state is obtained by mixing a q-squeezed vacuum with a p-squeezed vacuum using a

50/50 beam splitter. The resulting two-mode squeezed (TMS) state has zero displacement, and its
covariance matrix is

( I cosh ζ σz sinh ζ
σz sinh ζ I cosh ζ

)
, where I is the 2× 2 identity matrix and σz =

(
1 0
0 −1

)
. In the

entanglement based version of our scheme we will make use of a state that resembles a displaced
EPR state, with for instance displacement d = (α, 0, α, 0)T . When the q-quadrature is measured on
one side, the probability density for measurement outcome xA is a normal distribution with mean
α and variance 1

2 cosh ζ (measuring a single quadrature is called a homodyne measurement). The
measurement projects the state on the other side to a squeezed coherent state with displacement
(α+[xA−α] tanh ζ, 0)T and covariance matrix

( 1
cosh ζ 0

0 cosh ζ

)
. If the xA is not known, the displacement

α + [xA − α] tanh ζ is a stochastic variable following a Gaussian distribution with mean α and
variance 1

2 cosh ζ tanh
2 ζ.

For a comprehensive review of CV quantum information we refer to [23].

2.3 Definitions and useful lemmas
In Section 3 we will introduce a scheme that encrypts a classical message into a quantum ciphertext
(cipherstate), using a classical key. For the formal description of such a scheme we follow the
definition given in [6], with a small modification: we allow for a small probability of failure in the
decryption.

2
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Definition 2.1. Let λ ∈ N+ be a security parameter. Let M(λ) be the (classical) plaintext space.
Let K(λ) be the (classical) key space. A quantum encryption of classical messages (QECM)
scheme is a triplet of efficient quantum circuits (Keyλ,Encλ,Decλ) implementing CPTP maps of
the form

Keyλ : D(C) → D(HK(λ)) (1)
Encλ : D(HK(λ) ⊗HM(λ)) → D(HT,λ) (2)
Decλ : D(HK(λ) ⊗HT,λ) → D(HM(λ)) (3)

where HK(λ) is the Hilbert space of the key, HM(λ) is the Hilbert space of the plaintext, and HT,λ

is the cipherstate space. Let Ek denote the CPTP map ρ 7→ Encλ(|k⟩⟨k| ⊗ ρ), and let Dk stand for
the CPTP map ρ 7→ Decλ(|k⟩⟨k| ⊗ ρ). For all k ∈ K(λ), m ∈ M(λ), it must hold that

Tr
[
|k⟩⟨k|Keyλ(1)

]
> 0 =⇒ Tr

[
|m⟩⟨m|Dk ◦ Ek(|m⟩⟨m|)

]
≥ 1− εDF (4)

where εDF is the tolerated probability of decryption failure.

Unclonability of a QECM scheme is defined via a cloning game. A challenger prepares a
cipherstate and gives it to Alice. Alice splits the cipherstate into two pieces; one piece goes to Bob,
one to Charly. Then Bob and Charly receive the decryption key and must both produce the correct
plaintext, without being allowed to communicate. A QECM scheme is considered to be secure
against cloning if the three players ABC, acting together, have an exponentially small probability
of winning the game.

We follow the definitions of [6] for the cloning game and the security against cloning.

Definition 2.2 (Cloning attack). Let S be a QECM scheme, with Hilbert spaces HK(λ), HM(λ),
HT,λ as given in Def. 2.1. Let HB and HC be Hilbert spaces of arbitrary dimension. A cloning
attack against S is a triplet of efficient quantum circuits (A,B, C) implementing CPTP maps of
the form

A : D(HT,λ) → D(HB ⊗HC), (5)
B : D(HK(λ) ⊗HB) → D(HM(λ)), and (6)
C : D(HK(λ) ⊗HC) → D(HM(λ)). (7)

Definition 2.3. Consider the cloning attack according to Def. 2.2. Let Bk stand for the CPTP
map ρ 7→ B(|k⟩⟨k| ⊗ ρ), and analogously Ck. Let M(λ) = {0, 1}n. A QECM scheme S is τ(λ)-
uncloneable secure if for all cloning attacks (A,B, C) against S, there exists a negligible function
η such that

Em,k Tr
((

|m⟩⟨m| ⊗ |m⟩⟨m|
)(
Bk ⊗ Ck

)
◦ A ◦ Ek

(
|m⟩⟨m|

))
≤ 2−n+τ(λ) + η(λ). (8)

Here the expectation E is over uniform m, and k distributed according to Pr[K = k] = Tr
[
|k⟩⟨k|Keyλ(1)

]
.

If S is 0-uncloneable secure, we simply say that it is uncloneable secure.

Our security proof will make use of recent results on entanglement monogamy games for CV
systems [22]. Such a game is played between Alice on one side and Bob and Charlie on the other.
Bob and Charlie prepare a tripartite state ρABC of their choice. Then Alice does an unpredictable
measurement, and Bob and Charlie have to show that they are both sufficiently entangled with
Alice to guess Alice’s outcome to some degree of accuracy. Below we present the coset monogamy
game on RN as introduced in Section 4 of [22]. In the original version, the measurement bases

are continuous variable coset states of RN , given by |Pq,p⟩ =
⊗N

i=1

{
|q = qi⟩, i /∈ I,

|p = pi⟩, i ∈ I.
Here, I is a

subset interval of N . We note that this is equivalent to performing a homodyne measurement in
the q direction, if i ∈ I, otherwise in the p direction. We refer to this game as the ‘partial’ CV
monogamy of entanglement game, since it requires Bob and Charlie to produce guesses for only
one quadrature direction instead of two. In Section 4.4 we introduce a ‘full’ version of the game.

3
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Game 2.4: CV Partial Monogamy of Entanglement Game

1. Initial state preparation.
Bob and Charlie prepare an M -mode state ρABC across three registers: one for Alice,
one for Bob, and one for Charlie. After preparation, they are no longer allowed to
communicate.

2. Alice’s measurement choice and outcomes.
Alice chooses quadrature directions (θi)Mi=1, θi ∈ {0, π

2 }, such that |i : θi = 0| = M/2,
i.e. each direction is chosen exactly M/2 times. She then does homodyne detection of
mode i in direction θi, getting outcomes that we denote as

qi if θi = 0, pi if θi = π
2 .

3. Announcement and responses.
Alice announces (θi)

M
i=1. Bob outputs qB ∈ RM/2 containing his guesses for Alice’s

q-values. Charlie outputs pC ∈ RM/2 containing his guesses for Alice’s p-values.

4. Winning condition.
Bob and Charlie win the game if

∥ q − qB∥∞ < δ and ∥ p− pC∥∞ < ε. (9)

The ∞-norm in the winning condition means that all guesses (qB)i and (pC)i must be close to
Alice’s values.
As shown in [22], this game can viewed as an abelian coset measure monogamy game, where
Bob and Charlie attempt to guess the measurement outcomes in each quadrature within error
neighborhoods (−δ, δ)N and (−ε, ε)N . The following upper bound was obtained on the winning
probability.

Lemma 2.5. (Theorem 4.1 in [22]). In the CV Partial Monogamy of Entanglement Game (2.4),
the winning probability w is upper bounded as

w ≤ 1(
N

N/2

)
N/2∑

k=0

(
N/2

k

)2(
2
√
δ ε
)k ≤ √

e
(
1
2 +

√
δ ε
)N

2 . (10)

3 Protocol Description
We propose a QECM scheme that makes use of squeezed coherent states. The scheme encrypts a
message m ∈ {0, 1}n to an N -mode cipherstate. First we apply a symmetric classical encryption
scheme; this step ensures message confidentiality independent of the unclonability. We do not
specify which symmetric cipher is used. We denote the encryption and decryption operations as
Encbase(·, ·) and Decbase(·, ·).

Then the classical ciphertext gets encoded into an N -bit codeword c. The error correcting code
is chosen such that it that can correct t bit errors. The encoding and decoding algorithms are
denoted as Encode, Decode.

We encode a bit value ci into a CV mode by displacing a squeezed vacuum state over a distance
(−1)ciα, where α > 0 is a constant. The displacement is in the ‘narrow’ direction of the state.
The underlying idea is that the squeezing direction is part of the encryption key; the attacker A,
who does not know this direction, has trouble determining c and hence cannot create good clones.
This encoding is similar to conjugate coding for qubits [24].

For proof-technical reasons, the squeezing directions are not chosen uniformly at random. We
impose the constraint that exactly half the modes are squeezed in the q-direction, and one half
in the p-direction. Hence the corresponding key space is not {0, 1}N but rather the set L =
{1, . . . , log2

(
N

N/2

)
} of labels which uniquely enumerate the strings with Hamming weight N/2.

The QECM algorithms (Key, Enc, Dec) are given below.

4
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Algorithm 1 Key Generation (Key)
Input: z(λ), N(λ), r(λ), α(λ).
Output: a symmetric key s ∈ {0, 1}z, a binary string ϕ ∈ {0, 1}N and a real vector k ∈ RN .
1: Sample s uniformly from {0, 1}z.
2: Sample label ℓ uniformly from {1, . . . , log2

(
N

N/2

)
}. Convert ℓ to a string ϕ ∈ {0, 1}N with

Hamming weight N/2.
3: for i = 1 to N do
4: Sample ki from the normal distribution N (0, 1

2 cosh r tanh
2 r) truncated to the interval

(−α tanh r, α tanh r).
5: end for
6: k = (k1, . . . , kN ).
7: Output (s, ϕ, k).

Note that the pdf of ki is proportional to exp(− k2
i

cosh r tanh2 r
), i.e. Gaussian form, but the support

ki ∈ (−α tanh r, α tanh r) is quite narrow compared to the width of the Gaussian.

Algorithm 2 Encryption (Enc)
Input: Key (s, ϕ, k) ∈ {0, 1}z × {0, 1}N × RN; message m ∈ {0, 1}n; parameters α, r ∈ R+.
Output: Cipherstate ρ ∈ D(H⊗N

1 ).
1: Compute ciphertext m′ = Encbase(s,m).
2: Compute codeword c = Encode(m′).
3: for i = 1 to N do
4: Prepare single mode squeezed state ρi with displacement di and covariance matrix Γi, where

di = [α(−1)ci + ki]
(
ϕi

ϕi

)
, and Γi =

(
(cosh r)2ϕi−1 0

0 (cosh r)1−2ϕi

)
.

5: end for
6: ρ = ρ1 ⊗ · · · ⊗ ρN .
7: Output ρ.

Algorithm 3 Decryption (Dec)

Input: Key (s, ϕ, k) ∈ {0, 1}z × {0, 1}N × RN; cipherstate ρ ∈ D(H⊗N
1 ).

Output: Message m̂ ∈ {0, 1}n.
1: for i = 1 to N do
2: Perform homodyne measurement on ρi in the ϕi · π

2 direction, resulting in outcome yi ∈ R.
3: ĉi =

1
2 − 1

2 sign(yi − ki).
4: end for
5: ĉ = (ĉ1, . . . , ĉN ).
6: µ = Decode(ĉ).
7: m̂ = Decbase(s, µ).
8: Output m̂.

Theorem 3.1. Our construction is a QECM scheme with decryption failure parameter εDF =

exp
[
− NDKL(

t+1
N || 12Erfc(α

√
cosh r))

]
, where DKL stands for the binary Kullback-Leibler diver-

gence, DKL(a||b) = a ln a
b + (1− a) ln 1−a

1−b , and Erfc is the complementary error function.

Proof. It is trivial to see that the triplet (Key, Enc, Dec) fits the format of the CPTP maps in
Def. 2.1. All that is left to show is that the protocol satisfies the correctness condition. A bit
error in the codeword bit ci occurs when yi − ki has the wrong sign. Consider, without loss of
generality, ci = 0. Then the bit error probability is β := Pr[Yi − ki < 0]. When ki is known,
the random variable Yi − ki is gaussian-distributed with mean α and variance 1/(2 cosh r). Hence
β = 1

2 − 1
2Erf(α

√
cosh r).

5
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A decoding error can occur only when there are more than t bitflips; this occurs with probability
P =

∑N
j=t+1

(
N
j

)
βj(1−β)N−j =

∑N−t−1
ℓ=0

(
N
ℓ

)
βN−ℓ(1−β)ℓ. Using a Chernoff bound on the binomial

tail, we obtain

P ≤ exp
[
−NDKL(

t+ 1

N
||β)
]
. (11)

As an illustration, consider a ciphertext of size N = 1000. We set the protocol parameters
α = 0.05 and r = 8. This leads to a bit error probability of β = 0.00317. We choose t = 16(>
Nβ = 3.16). This leads to an exponentially small failure probability εDF = 3.63× 10−7.

4 Proving Unclonability

4.1 Game hopping
We prove that our scheme satisfies the security definition of Def. 2.3. We do this as follows. (i) We
rewrite the state preparation from the original prepare-and-send form to Entanglement Based (EB)
form. (ii) We show, in a number of ‘hops’, that the cloning game that the security definition is
based on is equivalent to a CV entanglement monogamy game. (iii) Finally we use Lemma 2.5
which upper bounds the winning probability in the CV entanglement monogamy game.

The sequence of games is as follows

• The cloning game for the actual QECM scheme.

• The cloning game for the Entanglement Based form of the QECM scheme.

• A variant of the above game, where now the keys s and k are not revealed to Bob and Charlie.
Only the squeezing directions ϕ are revealed.

• The Full CV entanglement monogamy game.

• The Partial CV entanglement monogamy game (Game 2.4).

4.2 Entanglement based version
The first hop is to replace (in the encryption algorithm) the drawing of ki and the preparation of
the single-mode state ρi by the following procedure. (1) Prepare a two-mode entangled state ρ

(i)
ChA.

(2) Do a homodyne measurement on the ‘Ch’ subsystem in the ϕi direction, yielding outcome ui.
Compute ki = [ui − α(−1)ci ] tanh r.

The state ρ
(i)
ChA must be such that it yields the correct distribution for ki (truncated Gaussian)

when the Ch system is measured in the ϕi direction, and the state of the ‘A’ subsystem gets
projected to the correct squeezed coherent state. Without the truncation, ρ(i)ChA would simply be
given by the displaced EPR state mentioned in Section 2.2. In order to reproduce the truncated
ki-interval, however, the EPR state needs to be modified. The details are presented in Appendix A.

4.3 Unclonable Encryption game
The cloning attack (Def. 2.2) can be represented as the game below, between the Challenger and
the three players ABC.

6
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Game A: Unclonable Encryption

1. Initial state preparation.
The challenger Ch picks a random message m.
Prepare-and-send: Ch runs Key (algorithm 1) and obtains (s, ϕ, k). He runs Enc
(algorithm 2) on m. He sends the resulting cipherstate to Alice.
Entanglement-based: Ch runs part of algorithm 1 and obtains (s, ϕ). He prepares an
entangled state ρChA =

⊗N
i=1 ρ

(i)
ChA, as explained in Section 4.2. He sends the ‘A’

part to Alice.

2. Distributing quantum information to co-players.
Alice (A), "splits" her quantum state and sends the two parts to her co-players, Bob
(B) and Charlie (C). After that A,B and C are no longer allowed to communicate.

3. Key opening and response.
Prepare-and-send: Ch announces the key (s, ϕ, k). B and C respond with mB and mC

respectively.
Entanglement-based: Ch does homodyne measurements on his modes and computes
k from the outcomes. Ch announces the key (s, ϕ, k). B and C respond with mB and
mC respectively.

4. Winning condition.
The triplet of players ABC win the game if mB = mC = m.

Ch A

B

C

key

mB

key

mC

Quantum ciphertext

Figure 4.1: Schematic representation of the unclonable encryption game.

Note that in this game the measurement by Ch has been postponed to step 3, as opposed to
step 1 in the direct EB description of the preparation of A’s state.

Game B: EB Intermediate Unclonable Encryption

1. Initial state preparation.
Ch prepares the entangled state ρChA. He sends one half of the state to Alice.

2. Distributing quantum information to co-players.

3. Key opening (only ϕ) and response.
Ch measures u and announces ϕ. B and C respond with uB and uC respectively.
(Their guess for u.)

4. Winning condition.
For i ∈ {1, . . . , N} Ch calculates cBi = 1

2 − 1
2 sign(uBi − ki

tanh r ) and cCi =
1
2 − 1

2 sign(uCi − ki

tanh r ). Then mB = Decbase(s, Decode(cB)) and mC =
Decbase(s, Decode(cC)). The players ABC win if mB = mC = m.
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Lemma 4.2. Winning the Entanglement Based Unclonable Encryption game (Game A) is equiv-
alent to winning the EB Intermediate Unclonable Encryption game (Game B) .

Proof. Consider the EB version of Game A. Given ki, Bob and Charlie know that there are only
two possible values for ui, namely ui =

ki

tanh r ± α. Hence, getting a bit ci correct is equivalent to
making the correct binary choice for ui. From the fact that, by construction, ui ∈ (−2α, 2α), it
follows that this in turn is equivalent to determining ui with a resolution of α or better.
In Game B it is precisely such resolution on the u-axis that is required to guess ci.

4.4 Monogamy of entanglement game
We introduce a version of the entanglement monogamy game that is closer to the encryption scheme
than Game 2.4.

Game C: CV Full Monogamy of Entanglement game

1. Initial state preparation.
Bob and Charlie prepare an M -mode state ρABC across three registers: one for Alice,
one for Bob, and one for Charlie. After preparation, they are no longer allowed to
communicate.

2. Alice’s measurement choice and outcomes.
Alice chooses quadrature directions (θi)Mi=1, θi ∈ {0, π

2 }, such that |i : θi = 0| = M/2,
i.e. each direction is chosen exactly M/2 times. She then does homodyne detection of
mode i in direction θi, getting outcomes that we denote as

qi if θi = 0, pi if θi = π
2 .

3. Announcement and responses.
Alice announces (θi)

M
i=1. Bob outputs a list qB ∈ RM/2 containing his guesses for

Alice’s q-values and a list pB ∈ RM/2 containing his guesses for Alice’s p-values.
Similarly, Charlie outputs qC , pC .

4. Winning condition.
Bob and Charlie win the game if

∥ q − qB∥∞ < δ, ∥ p− pB∥∞ < δ, ∥ q − qC∥∞ < ε, and ∥ p− pC∥∞ < ε. (12)

Lemma 4.3. Let wUE(N, t) denote the winning probability for Game B. Let wfull(N − 2t) be the
winning probability for Game C with δ = α, ε = α, M = N − 2t. It holds that

wUE(N, t) ≤ 2N−n wfull(N − 2t). (13)

Proof. In Game B, getting a bit ci correct is equivalent to getting ui correct within a distance α.
This corresponds to setting δ = α and ε = α in Game C.

Next, in Game B it is required to get at least N − t bits of c correct. Let e ∈ {0, 1}N denote
an error pattern. Let wUE

e be the probability of winning with precisely error pattern e. The bit
errors can be arbitrarily distributed over the q part and the p part, which does not nicely fit the
symmetric structure of the monogamy game. In order to obtain the symmetric structure we loosen
our requirements a little, and allow a surplus of bit errors in one block (if any) to be balanced by
additionally allowed bit errors in the other block. In the worst case, all bit errors are located in
one block; this leads to an allowed 2t errors. We write

wUE(N, t) =
∑

e∈{0,1}N :|e|≤t

wUE
e ≤

∑

e∈{0,1}N :|e|≤t

wfull(N − 2t) = wfull(N − 2t)
∣∣∣e ∈ {0, 1}N : |e| ≤ t

∣∣∣. (14)

Finally we apply the Hamming bound for binary codes.
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4.5 Main theorem
Theorem 4.4. Our QECM scheme is unclonable secure according to Def. 2.3, with

τ(λ) =
N

2
+

(
N

2
− t

)
log(1 + 2α) + t+

1

2
log e. (15)

Proof. The cloning attack in Def. 2.3 has a success probability equal to the winning probability in
Game A. By Lemma 4.2, this equals the winning probability of Game B. Next, by Lemma 4.3 this
is upper bounded by 2N−n wfull(N−2t). We use the fact that the full monogamy game C is harder
(or equally hard) to win than the partial monogamy game 2.4. Thus we have wfull(N − 2t) ≤√
e( 12 + α)

N
2 −t.

Remark: For n ≫ 1, α ≪ 1 it holds that τ(λ) ≈ N
2 . This is a large number; however, it still

results in a winning probability that is exponentially small in n, which is the main objective for a
QECM scheme.

Note that asymptotically N gets close to n
1−h(β) , where h is the binary entropy function and

β = 1
2Erfc(α

√
cosh r) is the bit error rate specified in the proof of Theorem 3.1.

We see from the result (15) that α needs to be smaller than approximately 1
2 , otherwise the

attackers’ winning probability is not exponentially small in n. This is unsurprising, for the following
reason. One obvious cloning attack on our scheme is to perform a heterodyne measurement on each
cipherstate mode individually. This corresponds to mixing the squeezed state with the vacuum
state using a 50/50 beam splitter. The effect is a deterioration of the signal-to-noise ratio: On the
one hand, the signal power α2 is reduced to α2/2. On the other hand, the noise power goes from

1
2 cosh r to 1

2 (
1
2 + 1

2 cosh r ) due to the averaging with the vacuum’s shot noise, which has power 1
2 .

The resulting signal-to-noise ratio in the heterodyne measurement is 2α2/(1+ 1
cosh r ) ≈ 2α2. Hence

at α = O(1) there is significant leakage about the codeword bits ci, putting the unclonability at
risk.

It is interesting to note that the precise value of the squeezing parameter r has little influence
on the unclonability property. The r has to be set such that the bit error rate β for the legitimate
recipient is manageable, so that decryption succeeds with very high probability. I.e. the signal-to-
noise ratio needs to be large enough. Other than that, there are no constraints on r.

Fig. 4.5 plots the winning probability of our UE game as a function of message size, including
also the UE game for conjugate coding into qubit states [6]. The conjugate coding scheme first
one-time pads a message m and then bitwise encodes the ciphertext into the standard basis or the
Hadamard basis. Note that Fig. 4.5 is just an illustration for a single choice of parameters, and is
not representative. Furthermore, a comparison of DV and CV is not as straightforward as directly
comparing the winning probability in the cloning game.

5 Discussion
We have introduced the first Unclonable Encryption scheme with Continuous-Variable states, and
have given a proof of unclonability in the game-based framework of [6]. This brings an interesting
cryptographic primitive into the CV domain, making it potentially cheaper to implement.

We see several avenues for improvement. It is possible to get some extra tightness in the
inequalities. The τ(λ) can be slightly improved by performing error correction on the q-block and
p-block separately; this would change the N − 2t in (13) to N − t.

It would be interesting to see if a tighter upper bound can be derived for the winning probability
in Game C (full monogamy game). We have now used the upper bound for the partial game, and
we expect that this introduces a significant loss of tightness.

As a topic for future work we mention tolerance to channel noise. Channel noise will have a
rather severe impact, since attenuation reduces the squeezing. In DV a similar effect arises: photon
loss necessitates the use of error-correcting codes that can deal with erasures, which has a crippling
effect on the efficiency of UE.

Furthermore, this work can pave the way for other schemes based on unclonability, for example,
single-decryptor encryption [25], or revocable commitment.
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Figure 4.5: Winning probabilities in the unclonability game for various schemes. The ideal curve
is the simple guessing probability

(
1
2

)n. The wining probability of the conjugate coding scheme is at

most
(

1
2 + 1

2
√
2

)n
. For our CV scheme we plotted (15) with parameters r = 12, t = 1 and α = 0.01.

Appendix A The Entangled State
In the prepare-and-send scheme (algorithm 2), we restrict ki to the interval (−α tanh r, α tanh r).
To ensure compatibility with the EB version, the corresponding outcome ui of the homodyne
measurement on the Challenger’s mode needs to be similarly restricted, ui − α(−1)ci ∈ (−α, α).
Consider the Two-Mode Squeezed state without displacement

|EPRr,φ(0)⟩ =
1

cosh r
2

∞∑

n=0

(
−eiφ tanh

r

2

)n
|n, n⟩. (16)

In the position eigenbasis of both modes, the amplitude of this state can be represented using
Hermite polynomials Hn. For ϕ = 0 we have

⟨x1, x2|EPRr,0(0)⟩ =
e−

1
2 (x

2
1+x2

2)

√
π cosh r

2

∞∑

n=0

1

n!
Hn(x1)Hn(x2)

(
1

2
tanh

r

2

)n

. (17)

Using the identity
∑∞

n=0
1
n!Hn(x)Hn(y)

(
z
2

)n
= 1√

1−z2
exp
[

2z
1+zxy − z2

1−z2 (x− y)2
]
, we can simplify

the expression to

⟨x1, x2|EPRr,0(0)⟩ =
1√
π
e−

1
4 e

r(x1−x2)
2

e−
1
4 e

−r(x1+x2)
2

. (18)

Now we switch to the displaced EPR state, where both modes are translated over ±α in the ϕ = 0
direction,

⟨x1, x2|EPRr,0(±α)⟩ = 1√
π
e−

1
4 e

r(x1−x2)
2

e−
1
4 e

−r(x1+x2∓2α)2 . (19)

Finally we impose the restriction on the homodyne outcome by restricting the x1-range,

|EPRr,0(±α)⟩restr ∝
∫ ±α+α

±α−α

dx1 |x1⟩ ⊗
∫ ∞

−∞
dx2 |x2⟩⟨x1, x2|EPRr,0(±α)⟩ (20)

∝
∫ ±α+α

±α−α

dx1 |x1⟩e−
(x1−±α)2

2 cosh r ⊗
∫ ∞

−∞
dx2 |x2⟩e−

cosh r
2 [x2−±α−(x1−±α) tanh r]2 (21)

=

∫ α

−α

dx |x± α⟩e− x2

2 cosh r ⊗
∫ ∞

−∞
dx′ |x′ ± α⟩e− cosh r

2 [x′−x tanh r]2 . (22)
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It is not necessary to have a Gaussian-like distribution for the quadrature in the Challenger’s
mode. Here we specified an entangled state that resembles the standard TMS state, because it
has a special property: The effect of |EPRr,ϕ(±α)⟩restr can be obtained (although inefficiently) by
taking the standard TMS state, homodyne measuring the Ch mode, and discarding if ui does not
lie in the right interval.
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Abstract

Machinery health prognostics play an important role in maintenance by monitoring health conditions without
frequent checks. Traditional health status checks may require machine downtime and, in some cases, could pose

risks to certain components, potentially increasing operating costs. However, the health condition of machinery is often
reflected in trends observed within monitored operational data. Estimating the Remaining Useful Life (RUL) from such
data enables timely maintenance actions, thereby preventing unexpected failures and reducing associated costs and
potential damage [1]. Although extensive research has been conducted on various areas of machinery, e.g., rolling
bearings, turbofan engines, and lithium-ion batteries, the domain of power electronic devices, whose lifespans are
affected by electrical and thermal operating conditions, has not yet received sufficient attention. This is particularly
critical for power electronic systems used in applications such as power inverters and efficient energy conversion, where
device reliability is paramount.

Therefore, this research attempts to fill this gap by implementing convolution networks with the Attention Mechanism
for RUL prediction on the High Electron Mobility Transistor (HEMT) with a Schottky p-GAN gate, using data collected
at the University of Bologna [2], under various environmental conditions. Specifically, we focus on p-GaN gate HEMTs,
which are increasingly important for high-efficiency and high-frequency power applications. This work focuses on
direct prediction of RUL, which is formulated as a regression problem with linearly decaying labels during operation.
Owing to the environmental complexity, the lifetime of a GaN HEMT varies from a few seconds to several hours
under accelerated stress conditions. The various combinations of temperature and stress voltage also resulted in
diverse degradation processes, subsequently causing different degradation patterns. The pattern in the gate leakage
current 𝐼𝑔 serves as a critical indicator in assessing the degradation process ascribed in the gate region of the device,
which is the most critical area under such a kind of reliability test, namely high temperature gate bias (HTGB).

Figure 1. Process of dynamic RUL
prediction at a certain time 𝑡 =
50000 s. Prediction is close to
actual RUL during operation.

However, the prediction model can overestimate the importance of 𝐼𝑔 by directly
copying it as the predicted RUL or overfitting to fluctuations in 𝐼𝑔.

To overcome these unsolved complex problems, we implemented various
time series processing architectures, combining Temporal Convolutional Net-
work (TCN) with the Attention Mechanism to improve the long-term memory
of the model, which enhances the prediction robustness against instability in
measurements. The trend to copy 𝐼𝑔 was mitigated by incorporating the device’s
elapsed operating time and extraction of temporal-domain information. As shown
in Figure 1, the prediction rapidly settles close to the actual value and exhibits
minor oscillations, which demonstrates a high prediction accuracy. In general,
the network manages to predict RUL with high accuracy under non-extreme
environmental conditions, guaranteeing reliable estimation of the power device’s
lifetime under typical operating conditions.
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I. INTRODUCTION

Many aspects of the problem of publishing data while
preserving privacy have been studied in the literature, but
a largely open problem is how to sequentially publish
data that is being collected over time. In this work we
study this problem for the case that: i) data is generated
according to a discrete-time Markov chain, ii) the goal is
to publish the data itself (instead of e.g., aggregates), iii)
at each time step, the data is published using the same
privacy mechanism.

We present a bound on the overall privacy loss over
the entire time horizon. This bound incorporates both
the properties of the privacy mechanism itself and the
privacy that is inherent due to Markov mixing. The
main challenge is that the dependence between the data
prevents the application of a basic strong data processing
inequality.

II. MODEL

We consider a stationary, reversible and irreducible
discrete-time Markov chain Xt, t ∈ Z, on a finite state
space S. At each time step t we observe the state Xt

and publish it using privacy mechanism M : S → S.
The privacy mechanism is assumed to be generalized
randomized response, so that we have

D
(
M(x)

∥∥ M(x′)
)
=

{
ϵ, if x ̸= x′,

0, if x = x′,
(1)

where D(·∥·) is the Kullback-Leibler divergence.
We denote the output as Yt = M(Xt) and Y n

−n =
(Y−n, Y−n+1, . . . , Yn). Our goal is to bound the privacy
loss on X0. Therefore, let PY n

−n|X0=x be the distribution
of Y n

−n given that X0 = x. Our goal is bound the overall
privacy loss, which we define as

L = lim
n→∞

max
x,x′

D
(
PY n

−n|X0=x

∥∥∥ PY n
−n|X0=x′

)
. (2)

We will express our results in terms of π, the stationary
distribution of the Markov chain, and λ2, the second
largest eigenvalue of the transition matrix.

III. RESULTS

Theorem 1. The overall privacy loss L satisfies

L ≤ ϵ

(
1 + 2

√
max
x

1

π(x)

e−(1−λ2)

1− e−(1−λ2)

)
. (3)

An important part of the proof of this theorem is
the following result, where PU and PV are arbitrary
distributions and γ is a coupling of the two:

D (M ◦ PU∥M ◦ PV )

= D

(∑

u,v

γ(u, v)PM(u)

∥∥∥∥∥
∑

u,v

γ(u, v)PM(v)

)
(4)

≤
∑

u,v

γ(u, v)D
(
PM(u)

∥∥PM(v)

)
(5)

≤ ϵ ∥PU − PV ∥TV . (6)

In the above we use convexity of the KL-divergence
after interpreting the distributions as mixtures with given
components. Our coupling argument is similar to bounds
appearing in [1].

IV. DISCUSSION

Our use of the Kullback-Leibler divergence is some-
what uncommon in the context of differential privacy.
The generalization to the α-Rényi divergence would be
more appropriate [2], where the case of α → ∞ would
give the most commonly used

Pr(M(x) = y)

Pr(M(x′) = y)
≤ eϵ, (7)

as the equivalent of (1). However, Rényi divergence does
not satisfy the convexity property that we have used, so
this is left as future work.
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Abstract
On-Off Keying (OOK) modulation remains a widely adopted technology in low-cost
wireless communication applications due to its simplicity and minimal hardware re-
quirements. However, many wireless sensors, such as thermostats, rely on vendor-
specific OOK-based signaling protocols, limiting integration into broader IoT frame-
works.

This work presents two key contributions:

1. Reverse Engineering Methodology for Proprietary Protocols: We intro-
duce an approach to decoding OOK-based wireless protocols without manufac-
turer specifications. The methodology consists of four steps: (i) capturing raw
OOK waveform, (ii) analyzing timing to identify symbol patterns, (iii) inferring
frame format and encoding and (iv) validating the decoded protocol.

2. Digital FPGA-Based OOK Receiver: We design and implement a nonco-
herent OOK receiver on an FPGA. The receiver comprises modules for envelope
detection, frame synchronization, and data decoding, therefore eliminating the
need for most of the analog front-end.

The experiment was set up as follows: A commercial wireless thermostat from Watts
France transmitted OOK-modulated signals at 433MHz. The waveforms were captured
using a PlutoSDR and downconverted to a lower intermediate frequency for processing.
After protocol reverse engineering, a digital receiver was implemented on a Pynq Z2
development board, successfully decoding the downconverted waveforms. The design
demonstrated reliable performance across multiple test scenarios, confirming both the
correctness of the reverse engineered protocol and the functionality of the receiver.

By combining reverse engineering techniques with a receiver implementation, this
work bridges the gap between closed sensor networks and open wireless systems. It
facilitates greater interconnection in IoT applications and highlights the potential of
digital OOK receivers, which still require initial analog downconversion, as alternatives
to SDRs and microcontroller solutions.
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I. MOTIVATION

Estimating crowd density in public space is essential for dif-
ferent applications such as safety monitoring during events like
festivals or occupancy detection in smart buildings. Most state-
of-the-art methods rely on camera-based systems combined
with computer vision algorithms. While these approaches
have proven to be effective, significant privacy concerns have
been raised. To address this limitation, we propose a privacy-
preserving alternative by performing crowd counting using
a Frequency Modulated Continuous Wave (FMCW) radar.
Specifically, we use Range-Doppler Maps (RDMs) derived
from FMCW radar systems as input to a deep learning model,
as traditional detectors like CFAR tend to fail in high-density
scenarios, as demonstrated in [1].

II. PROPOSED METHOD

Building on prior work in radar-based crowd estimation [1],
we designed a system that balances privacy and accuracy.
We constructed a dataset of 50,000 RDMs, equivalent to
approximately 50 minutes of recording, acquired via a
FMCW radar placed alongside a camera in a large auditorium
entrance hall. Each RDM is annotated with a pseudo Ground
Truth (GT) label, obtained by applying a YOLOv3-based
people detector [2] to synchronized camera frames. Camera
data is used solely for labeling, not as model input. The
annotated number of people per scene ranges from 0 to 25.

We propose a CNN-based method using a ResNet-18 ar-
chitecture [3], trained from scratch on our RDM dataset.
The network takes as input a stack of 10 consecutive RDMs
captured over 625 ms and outputs a scalar estimate of the
number of people in the scene.

III. KEY CONTRIBUTIONS

This work presents the following key contributions:
• The construction of a custom dataset composed of RDMs,

annotated with pseudo ground truth labels derived from
camera-based images.

• A deep learning framework based on a ResNet-18 archi-
tecture trained using a regression formulation to estimate
crowd counting from RDM inputs.

• The use of 10 consecutive temporal RDMs as input to the
model, which enhances prediction stability and mitigates
the effects of signal noise.

IV. RESULTS

As illustrated in Figure 1, the model estimates the number
of people from RDMs, with a mean error of 1.9. Two main
error sources were identified. First, under the supposition that
static people are not detected on RDMs, the number of people
is sometimes underestimated by the model. Second, pseudo
labels from the YOLOv3 detector can be inaccurate, especially
under occlusion. Despite these challenges, the approach shows
strong potential for crowd counting using RDMs.
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Fig. 1: Application of the method during two different 60-second acquisitions (GT vs. model prediction).
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Numerical evaluation of Gaussian mixture entropy

Basheer Joudeh and Boris Škorić

We develop a method of approximation for the differential entropy h(X) of a q-component Gaussian
mixture random variableX in Rn. We consider a random variableX ∈ Rn whose probability density
function is a Gaussian mixture with weights {pi}qi=1. The Gaussian pdfs have covariance matrices
{Ki}qi=1, and they are centered on points w1, . . . ,wq ∈ Rn.

fX(x) =

q∑

j=1

pjNwj ,Kj (x) = (2π)−
n
2

q∑

j=1

pj(detKj)
−1/2 exp

{
−1

2
(x−wj)

TK−1
j (x−wj)

}
. (1)

Our method relies on finding coefficients {ca}Ca=1 such that:

−fX ln
fX
m

≈
C∑

a=1

caf
a
X, (2)

is a good approximation, and m ∝ maxRn fX(x) can be chosen to enforce convergence. We find
that the differential entropy h(X) can be approximated by:

h̄c⃗,m(X) = − lnm+

C∑

a=1

ca
∑

t1,t2,...,tq≥0
t1+t2+···+tq=a

(
a

t1, t2, . . . , tq

)( q∏

i=1

ptii

)
D(t̂), (3)

where D(t̂) = Πq
j=1

∫
N tj

wj ,Kj
(x)dx. We implement equation (3) twice using two sets of coefficients

that we obtain in different ways. The first is by use of the Taylor series of the logarithm, and
the resulting approximation is denoted by h̄TaylorC,m (X). The second is by obtaining a polynomial fit
approximation for the function f(s) = −s ln s, and the resulting approximation for the differential

entropy is denoted by h̄PolyfitC,m (X). The coefficients {ca}Ca=1 in both cases are given by:

cTaylora =




HC−1, a = 1,

(−1)a+1

ma−1

1

a− 1

(
C−1
a−1

)
, otherwise.

, cPolyfita =
(M−1z⃗)a
ma−1

, (4)

where Hk is the k-th harmonic number, and matrix M and vector z⃗ have elements:

(M)ij =
2(i+j+r+1)

i+ j + r + 1
, (z⃗)i =

2(i+r+2)(1− (i+ r + 2) ln 2)

(i+ r + 2)2
. (5)

We test both approximations numerically against the exact value of the differential entropy h(X)

for different Gaussian mixtures. We show that h̄TaylorC,m (X) provides an easy to compute lower bound

to h(X), while h̄PolyfitC,m (X) provides an accurate and efficient approximation to h(X). h̄PolyfitC,m (X)
is more accurate than known bounds, and conjectured to be much more resilient than perviously
available approximations in the literature in high dimensions.
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Abstract—Cell-free massive MIMO (CF-mMIMO) has emerged
as a promising paradigm for delivering uniformly high-quality
coverage in future wireless networks. To address the inherent
challenges of precoding in such distributed systems, recent
studies have explored the use of graph neural network (GNN)-
based methods, using their powerful representation capabilities.
However, these approaches have predominantly been trained and
validated on synthetic datasets, leaving their generalizability to
real-world propagation environments largely unverified. In this
work, we initially pre-train the GNN using simulated channel state
information (CSI) data, which incorporates standard propagation
models and small-scale Rayleigh fading. Subsequently, we fine-
tune the model on real-world CSI measurements collected from a
physical testbed equipped with distributed access points (APs). To
balance the retention of pre-trained features with adaptation to
real-world conditions, we adopt a layer-freezing strategy during
fine-tuning, wherein several GNN layers are frozen and only the
later layers remain trainable. Numerical results demonstrate that
the fine-tuned GNN significantly outperforms the pre-trained
model, achieving an approximate 8.2 bits per channel use gain
at 20 dB signal-to-noise ratio (SNR), corresponding to a 15.7%
improvement. These findings highlight the critical role of transfer
learning and underscore the potential of GNN-based precoding
techniques to effectively generalize from synthetic to real-world
wireless environments.

I. INTRODUCTION

Cell-free massive MIMO (CF-mMIMO) has emerged as
a promising technology for future wireless communication
systems, characterized by numerous distributed access points
(APs) interconnected with one or more central-processing units
(CPUs). This architecture enables cooperative service to all
users within a given area via joint signal encoding and decoding
based on users’ channel state information (CSI), which is
either locally estimated at each AP or centrally aggregated [1].
However, as the network scales up, efficiently managing the
increasing volume of CSI and enabling robust precoding across
diverse deployment scenarios remain key challenges. This
highlights the need for scalable and generalizable precoding
methods that can adapt to practical propagation conditions
beyond idealized assumptions.

To overcome this challenge, recent advancements in learning-
based methods, particularly those using graph neural networks
(GNNs), have shown significant potential by exploiting the

This work was supported by the European Union’s Horizon 2022 research
and innovation program under Grant Agreement No 101120332. (Correspond-
ing author: Tianzheng Miao)

underlying topological structure of wireless networks [2]. For
example, GNN-based methods have successfully facilitated
implicit channel estimation in reflective intelligent surface
(RIS) systems by directly mapping pilot signals to beamforming
configurations through permutation-invariant architectures [3].
Additionally, GNN approaches have demonstrated adaptability
against various sources of signal degradation. Recent studies
indicate superior performance of GNN-based precoding com-
pared to traditional methods, for instance in scenarios involving
nonlinear power amplifier distortions [4].

However, despite the promising performance of existing
GNN-based precoding approaches, most of them have been
trained and evaluated on synthetic datasets. This is primarily
due to the high cost and complexity involved in collecting large-
scale, high-quality real-world channel measurements [5]. While
synthetic data enables rapid experimentation, it often fails to
capture the rich variability and hardware impairments present
in practical deployments, limiting the generalization capability
of learned models [6]. Ideally, training directly on real measure-
ment data would improve robustness and deployment readiness.
However, the limited availability of such data motivates the
exploration of more efficient learning strategies. In this context,
transfer learning (TL), which leverages knowledge gained from
prior tasks or domains to improve learning efficiency in new
ones [7], has emerged as a promising approach to bridge the
sim-to-real gap. A typical example is to pre-train a model on
synthetic data and then fine-tune it using a small amount of real-
world measurements [8]. This motivates our work to investigate
how GNN-based precoding models can be effectively adapted to
realistic propagation scenarios using limited real measurements.

This work proposes a novel GNN-based precoding frame-
work designed for CF-mMIMO systems. In the first stage, a
GNN is designed to learn a mapping from channel matrices to
precoding matrices in an unsupervised manner. The model is
initially pretrained on a large-size synthetic dataset, where
channel matrices are generated using standard geometric
propagation models combined with small-scale Rayleigh fading.
In the second stage, the pretrained GNN is fine-tuned using
real-world CSI measurements collected from the Techtile
testbed, enabling the model to adapt to practical channel
conditions. To balance the retention of useful knowledge
acquired during synthetic pretraining with the need to adapt
to domain-specific distributions of real-world CSI, a strategic
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layer-freezing scheme is introduced. In this scheme, selected
layers of the network are frozen during fine-tuning to preserve
generalizable representations while allowing deeper layers to
specialize to the target domain. The performance of the fine-
tuned model is evaluated on both synthetic and real CSI datasets,
and benchmarked against conventional precoding techniques.
Numerical results show that fine-tuning leads to a substantial
performance gain—improving the sum-rate by approximately
8.2 bits/channel,use, or about 15.7%—thus demonstrating
the effectiveness of transfer learning in enabling practical
generalization for real-world deployment.

Notations: Boldface lowercase and uppercase letters denote
vectors and matrices, respectively. The operators (·)T and (·)H
indicate matrix transpose and conjugate transpose operations,
respectively. The trace of a matrix is given by Tr(·). The set
of complex numbers is represented by C.

II. SYSTEM MODEL

Fig. 1: System model of the considered CF-mMIMO network.
Distributed APs serve multiple single-antenna user equipments
(UEs) with coordination by a CPU, which handles joint signal
processing.

As illustrated in Fig. 1, we consider a CF-mMIMO network
comprising M single-antenna APs and K single-antenna UEs.
Let m = 1, 2, . . . ,M and k = 1, 2, . . . ,K index the APs and
UEs, respectively. All APs are equipped with a single isotropic
antenna and connected via fronthaul links to a CPU, which
performs centralized channel estimation and precoding based
on global CSI.

In this work, we consider a fully centralized downlink
scenario in which the APs are randomly located within a
specific geographical area, and each UE is simultaneously
served by all APs with M > K. The channel between the APs
and the UEs is represented by the channel matrix G ∈ CK×M ,
where the channel coefficient between AP m and UE k is
expressed as

gm,k =
√
βm,khm,k (1)

where βm,k is the large-scale fading coefficient, capturing path
loss effects, and hm,k is the small-scale fading coefficient.

Specifically, the path loss (in dB) is modeled according to the
Indoor Hotspot (InH) Non-Line-of-Sight (NLOS) scenario [9]

βm,k = 32.4 + 31.9 log10(dm,k) + 20 log10(fc) (2)

where dmk denotes the distance in meters between AP m and
UE k, and fc is the carrier frequency in GHz. The small
scale fading coefficients are independently and identically
distributed (i.i.d.), where hm,k ∼ CN (0, 1) meaning that
each coefficient follows a complex Gaussian distribution. To
simultaneously serve all UEs, each AP participates in linear
precoding. Let W = [w1,w2, . . . ,wK ] ∈ CM×K denote the
precoding matrix, where wk ∈ CM represents the precoding
vector towards UE k from all APs. Accordingly, the received
signal at UE k is thus given by

yk = gT
kwksk +

K∑

l=1,l ̸=k

gT
kwlsl + nk (3)

where gk ∈ CM denotes the channel vector between UE k and
the APs, and nk ∼ CN (0, σ2) is additive white Gaussian
noise at UE k. The transmitted symbols sk ∼ CN (0, 1)
are independent and identically distributed (i.i.d.) complex
Gaussian random variables, uncorrelated across different UEs.
Accordingly, the signal-to-interference-plus-noise ratio (SINR)
at UE k is calculated as

SINRk =

∣∣gT
kwk

∣∣2
∑K

l=1,l ̸=k

∣∣gT
kwl

∣∣2 + σ2
.

Thus, the sum rate of the system, combining the individual
user rates, can be expressed as

Rsum =

K∑

k=1

Rk =

K∑

k=1

log2 (1 + SINRk) . (4)

III. GNN-BASED PRECODER DESIGN

m = 1
m = 2

m = 3

m = 4

m = M
. . .

k = 1 . . . k = K

z
(
l+

1
)

(
1
,1

)

Fig. 2: Illustration of the graph representing the cell-free system

In the following, we describe the design and fine-tuning
strategy of the proposed GNN-based precoder, shown in Fig. 2.
The objective of our neural network is to learn a mapping
from the channel matrix G to the corresponding precoding
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Fig. 3: Testbed setup (Left: Techtile environment with 33 APs on the ceiling and UE at floor. Right: Illustration of the hardware
setup for each AP, deployed on the backside of the ceiling planks.)

matrix W. Our GNN architecture comprises 8 layers, each
executing message-passing operations on the graph-structured
representation of the wireless network.

Inspired by recent advances in the literature [4], we adopt
an edge-centric representation to better capture the wireless
propagation characteristics, as edges naturally correspond to
the communication channels between antennas at the APs
and the UEs. In this formulation, the CF-mMIMO network is
modelled as a bipartite graph G = (V, E), where the vertex set
V includes nodes representing the APs and the UEs. The edge
set E encodes the wireless links, with CSI serving as edge
attributes.

Each GNN layer updates its edge representations through
message passing, aggregating information from neighboring
nodes and edges according to

z
(l+1)
(m,k) = UPDATE

(
z
(l)
(m,k),m

(l)
(m),m

(l)
(k)

)
(5)

where z
(l)
(m,k) denotes the representation of the edge connecting

AP m and UE k at layer l, and m
(l)
(m), m

(l)
(k) represent

aggregated messages from neighboring edges. Node messages
are computed using aggregation functions as follows

m
(l)
(v) = AGGREGATE

(
z
(l)
(v,u) | u ∈ N (v)

)
. (6)

In our model, the AGGREGATE function is defined as the
element-wise mean over incoming edge features

m(v)
(l)

=
1

|N (v)|
∑

u∈N (v)

z
(l)
(v,u). (7)

The UPDATE function linearly combines the current edge
embedding with the aggregated messages from both endpoint
nodes

z
(l+1)
(m,k) = σ

(
W

(l)
edgez

(l)
(m,k) +W(l)

m m
(l)
(m) +W

(l)
k m

(l)
(k)

)
, (8)

where σ(·) denotes a LeakyReLU activation function, and
W

(l)
edge, W(l)

m , and W
(l)
k are trainable weight matrices at layer

l.
To adhere to transmit power constraints inherent in wire-

less communication systems, a power normalization step is
integrated, defined by

Wnorm = αW, with α =
√

PT/Tr(WWH) (9)

where PT represents the total available transmit power. The
proposed GNN-based precoder is trained in an unsupervised
manner with the objective of maximizing the sum rate
in Eq. (4).

IV. TRANSFER LEARNING WITH REAL-WORLD DATA

In this study, we employ TL to transfer knowledge learned
from synthetic data to real-world scenarios. Specifically, after
an initial pretraining phase on large-scale synthetic datasets,
we fine-tune the pretrained GNN model using a limited-size
real-world dataset. This fine-tuning process is also conducted
in an unsupervised manner.

A. Data Collection and Dataset Preparation

To assess the model’s ability to generalize from simulated to
real-world environments, we collected real CSI data using the
Techtile testbed [10], which emulates a physical cell-free mas-
sive MIMO system. As illustrated in Fig. 3, our experimental
setup includes 33 ceiling-mounted APs, each implemented
using a universal software radio peripheral (USRP) B210
software-defined radio and managed via a dedicated Raspberry
Pi (RPi) 4. Within the same space, a single UE was used to
collect channel data.

During the data acquisition process, the UE transmits uplink
pilot signals, which are coherently received by all APs to form
the composite CSI. To ensure diverse spatial sampling and
comprehensive coverage, the UE was moved to a different
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position after each measurement. This procedure results in a
dataset denoted as

H = {h1,h2, . . . ,h500}
where each measurement vector hi ∈ C1×M represents the
uplink CSI from a single-antenna user located at a specific
spatial position to all M = 33 APs. This ensures spatial
variability across 500 unique positions.

To simulate a two-user communication scenario, we construct
a new dataset by pairing the single-user channel vectors. For
each unordered pair of distinct indices (i, j) where 1 ≤ i <
j ≤ 500, we define a two-user sample as the tuple (hi,hj).
The total number of such combinations is given by the binomial
coefficient

(
500
2

)
, resulting in 124 750 unique two-user channel

instances. Each sample represents a realistic communication
scenario in which two spatially separated users are jointly
served by the same set of access points.

It is also possible to extend this setup to a four-user scenario
by generating all unique unordered 4-tuples from the 500 single-
user samples, with the total number of such combinations given
by the binomial coefficient

(
500
4

)
. As this results in over 2.5

billion combinations, which is computationally infeasible to
process in full. To balance the need for maintaining high-quality
channel conditions with the requirement of controlling the
dataset size for computational tractability and fair comparison
across scenarios, we select the top 44 single-user samples based
on channel strength ∥hi∥. This selection ensures a sufficiently
large number of unique four-user combinations, as

(
44
4

)
=

135751 ≥ 124750. From these, we randomly sample 124 750
combinations without replacement to match the size of the
two-user dataset.

For model training and evaluation, both the two-user and
four-user datasets are partitioned into training, validation, and
testing subsets, containing 80%, 10%, and 10% of the total
samples, respectively. This split ensures sufficient diversity for
effective model learning while maintaining reliable evaluation
performance across unseen data. The complete preprocessed
dataset is publicly available at Real-world CSI Dataset.

B. Fine-Tuning Strategy

A key challenge in deploying models trained on synthetic
data is the distribution mismatch between simulated and real-
world environments, commonly known as covariate shift [11].
In our context, real CSI exhibits non-idealities and measurement
noise absent from simulated data, often leading to degraded
performance when directly applying a pretrained model.

To effectively adapt the pretrained model to real-world data
while retaining its learned representations, we adopt a layer-
freezing approach during fine-tuning. The underlying GNN
architecture consists of 8 layers, which allows for selective
freezing at different depths of the network. Specifically, the
first l layers of the model are kept fixed (i.e., their parameters
are not updated), and the remaining 8-l layers are retrained
using the real-world dataset.

The proposed method aims to keep a balance between
preserving useful knowledge acquired from simulation and

enabling flexible adaptation to the domain shift introduced by
real CSI. Furthermore, freezing early layers reduces the number
of trainable parameters, which is particularly beneficial when
only limited real training samples are available, as it helps
mitigate overfitting while still allowing sufficient capacity in
later layers to avoid underfitting.

To identify the optimal freezing point, we conducted an
exhaustive evaluation across all possible values of l ∈
{0, 1, . . . , 8}. Notably, Freeze 0 corresponds to full fine-tuning,
where all layers are updated, while Freeze 8 denotes a fully
frozen model, effectively identical to the pretrained network
without any adaptation. This layer-wise investigation enables
us to assess the trade-off between stability and adaptability
under real deployment conditions.

V. RESULTS

This section presents the results of our experiments, fo-
cusing on identifying the optimal layer-freezing strategy and
evaluating the performance of the proposed GNN-precoder
and fine-tuning network across various datasets. The signal-
to-noise ratio (SNR) values shown on the x-axis are defined
as SNRTx = 10 log10(Pt/σ

2), where σ2 denotes the noise
variance. This represents the transmit-side SNR prior to any
channel fading or path loss effects.

A. Freezing Strategy and Fine-Tuning Performance
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Fig. 4: Comparison of different freezing strategies. Freeze l
indicates that the first l layers of the network are frozen, while
the remaining layers are retrained using the collected real-world
dataset. Note that the evaluation was done on the real-world
CSI dataset

The pretrained GNN was initially trained using a synthetic
dataset containing 500 000 training samples and 50 000 vali-
dation samples, followed by testing on 10 000 samples. The
training employed a learning rate of 0.005 over 20 epochs.
Identical dataset sizes were used for both the two-user and
four-user scenarios to ensure consistency in evaluation.
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To determine the most effective freezing strategy for subse-
quent fine-tuning, we evaluated various configurations using
real-world CSI data from a four-user scenario as the test
set, with the learning rate kept consistent with that used
during pretraining. As illustrated in Fig. 4, freezing the first
4 layers achieves the best performance. This configuration
strikes a balance between retaining the pretrained model’s
prior knowledge and maintaining sufficient adaptability to the
new real-world dataset. Notably, the performance of Freeze 0
ranks second, slightly outperforming Freeze 1 and Freeze 7. In
contrast, Freeze 8 yields the poorest performance, as freezing
all layers prevents the model from adapting to the new data.
Based on these findings, we adopted the Freeze 4 strategy for
all subsequent fine-tuning experiments.

B. Generalization on Real vs. Synthetic CSI
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Fig. 5: Sum-rate performance comparison for different precod-
ing methods with 4 UEs, evaluated on real and synthetic CSI.

Figure 5 illustrates the performance of the proposed GNN-
based precoding network under various conditions. Both real
and synthetic CSI datasets were used to evaluate the pretrained
and fine-tuned models across a range of transmit SNR values.
The results show that the fine-tuned model consistently out-
performs the pretrained one on the real-world dataset, while
it underperforms on the synthetic dataset compared to the
pretrained model. This outcome reflects the effect of TL that
fine-tuning enhances the model’s ability to generalize to real
data at the cost of some performance degradation on the
synthetic domain. Moreover, the fine-tuned model performs
better when evaluated on real CSI data than on synthetic data,
demonstrating the benefits of domain adaptation through fine-
tuning. Conversely, the pretrained model, which has not been
exposed to real-world data, exhibits degraded performance
when tested on the real CSI dataset, further highlighting the
necessity of fine-tuning.

C. Scalability of Fine-Tuned GNN vs. Different Precoding
Methods

This subsection evaluates the scalability of the proposed
fine-tuned GNN model by comparing its performance to
traditional precoding schemes in both two-user and four-user
settings. As baselines, we adopt zero-forcing (ZF) and conjugate
beamforming (CB), two classical and widely used precoding
methods [12]. These methods are defined as follows

W =

{
αHH CB
αHH

(
HHH

)−1
ZF

(10)

where ZF precoding is used as a performance reference in our
experiment due to its theoretical ability to eliminate inter-user
interference under ideal conditions.
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Fig. 6: Sum-rate performance of the CF-mMIMO system with
different numbers of UEs (M = 33) and precoding schemes.
All methods are evaluated on real-world CSI data.
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As shown in Fig. 6(a), the pretrained GNN surpasses CB and
approaches the performance of ZF up to 20 dB SNR. Beyond
this point, its performance saturates. This limitation is attributed
to the fact that the model was trained at a fixed SNR level,
which reduces its ability to generalize to higher SNR regimes
not seen during training. In contrast, ZF maintains robust
performance by analytically computing the pseudo-inverse of
the channel matrix.

In the four-user case (Fig. 6(b)), the pretrained GNN still
outperforms CB, but lags significantly behind ZF, with a
performance gap of 15.7 bits/channel use. After applying fine-
tuning, this gap is reduced to 7.5 bits/channel use, correspond-
ing to a relative improvement of approximately 15.7%. The
increased number of users introduces more complex inter-user
interference, which challenges the generalization ability of the
pretrained model. However, the fine-tuning process enables the
GNN to adapt to these more difficult scenarios by learning from
real-world interference patterns, thereby significantly narrowing
the performance gap.

The performance of the fine-tuned GNN compared with
the baseline model trained directly on real CSI without
pretraining is shown in Fig. 6(b). It can be observed that
the baseline model fails to match the performance of the fine-
tuned GNN. This performance gap is primarily due to the
baseline being initialized with random weights, which can
lead to convergence toward suboptimal solutions. In contrast,
fine-tuning benefits from a favorable initialization derived
from pretraining, which guides the optimization toward better
local minima. Additionally, the inferior performance of the
baseline can be attributed to the limited size of the real dataset,
which may be insufficient to capture the full distributional
characteristics of the underlying wireless channel.

VI. CONCLUSION

In this paper, we proposed a graph neural network (GNN)-
based precoding framework for cell-free massive MIMO (CF-
mMIMO) systems, with a focus on enhancing its practical de-
ployment through the application of transfer learning (TL). The
model was initially pretrained on a large-size synthetic channel
state information (CSI) dataset generated using standard geo-
metric propagation models combined with small-scale Rayleigh
fading. To enable real-world applicability, the pretrained GNN
was subsequently fine-tuned using measured CSI data collected
from a physical testbed featuring distributed access points
(APs). To balance knowledge retention from pretraining and
adaptability to domain shifts in real-world environments, a
strategic layer-freezing scheme was employed during fine-
tuning. Experimental results demonstrate that the fine-tuned
GNN achieves a notable performance improvement over the
pretrained model, increasing the sum-rate by approximately
8.2 bits/channel use, or about 15.7%.
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I. CONTEXT AND CONTRIBUTIONS

The new generations of Wi-Fi and mobile communica-
tion systems aim to support multiple services, including joint
communication and sensing (JCAS). However, these functions
present conflicting objectives: communication seeks to reduce
the pilot-to-data ratio for increased data rates while maintaining
sufficient pilots for channel estimation, whereas positioning
aims to maximize this ratio to improve localization perfor-
mance. We explore how previously neglected [1] unknown data
can be combined with pilots to enhance localization in JCAS
scenarios. Our contributions can be summarized as follows.
We propose two novel approaches leveraging jointly the pilots
and data symbols: a projection-based estimator considering
data estimation without any constellation information, and
transformation-based estimators incorporating or not a priori
constellation information on data symbols. We demonstrate the
benefits of both methods over traditional approaches through
numerical simulations.

II. SYSTEM MODEL

A single user located in x transmits an uplink OFDM signal
with P pilot symbols and D data symbols to N single-antenna
receiver nodes, located in {xn}Nn=1. Assuming perfect time and
phase synchronization, the received pilots and data signals on
a single subcarrier are expressed as

YP = a(x)sTP +NP ∈ CN×P , (1)

YD = a(x)sTD +ND ∈ CN×D, (2)

with known BPSK pilots symbols sP ∈ CP
P ⊂ CP , unknown

M -QAM data symbols sD ∈ CD
D ⊂ CD, and steering vector

a(x) =
[
exp

(
−j2π d(x,x1)

λ

)
· · · exp

(
−j2π d(x,xN )

λ

)]T
(3)

∈ CN with d(x,xn) representing the Euclidean distance be-
tween x and xn. NP and ND are AWGN noises. To exploit
(2) in the estimation, the dependency on nuisance parameter sD
must be eliminated. Two distinct approaches are proposed.

III. PHILOSOPHY AND DERIVED ESTIMATORS

1) Projection-based estimator: Without any a priori informa-
tion on x—thus in a Fisher context—the localization problem
can be formulated as a Maximum Likelihood (ML) estimation:

x̂ = argmin
x̃

min
s̃D∈CD

D

||YP−a(x̃)sTP ||2+ ||YD−a(x̃)s̃TD||2. (4)

By relaxing the constraint on data constellation with a min-
imization on CD instead of CD

D , an estimation of sD can be
constructed as ŝTD(x̃) = a†(x̃)YD and injected back into (4),

yielding a projection P (x̃) = a(x̃)a†(x̃). This approach leads
to our projection-based estimator, which ignores the symbol
structure but benefits from the model’s knowledge in (2).

2) Transformation-based estimators: Still within the Fisher
framework, another approach to leverage data observations
and eliminate the sD dependency stems from the fact that,
although unknown, the received data symbols across all nodes
originate from the same transmitted symbols. By splitting
the N antennas into two groups—of NA and NB antennas
respectively—observations in group B can be expressed rel-
atively to those in group A through a transformation aB(x̃) =
TAB(x̃)aA(x̃). This follows an extended time difference of
arrival (TDOA) approach:

YD,B = TAB(x̃)YD,A +ND,AB(x̃) ∈ CNB×D, (5)

where observations YD,A are thus considered as pilots and
ND,AB(x̃) is the resulting noise. In this relative mode, the
likelihood of all observations reveals a final factor P [YD,A; x̃]
which incorporates data constellation information. Leverag-
ing these relative observations either leads to our hybrid
transformation-NDA estimator (incorporating the last term),
or the simpler transformation-based estimator (neglecting it).

IV. RESULTS

The localization root mean square error (RMSE) is evaluated
for these estimators, which are benchmarked against an estima-
tor relying only on pilots.
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Fig. 1. RMSE compared to SNR with P = 1 (BPSK) D = 32, N = 8,
NA = 5 and NB = 3. The receiver nodes form a circular array.

V. EXTENSIONS

Future work focuses on applying these approaches to more
complex scenarios, incorporating random phase terms and at-
tenuation, as well as exploiting the linear phase increase across
subcarriers to improve localization capabilities.
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ABSTRACT
Mobile devices are playing increasingly significant roles in our daily
lives through innovative mobile computing applications. Mean-
while, we observed the rise of transparent screens and their novel
applications in advanced full-screen devices, whose front-facing
optical sensors, such as ambient light sensors and cameras, are now
placed under the transparent screen to capture ambient light and
visual information. This design eliminates the on-screen area occu-
pied by optical sensors, maximizing devices’ screen-to-body ratio
for the best use experience and device aesthetics. Motivated by this
trend, we propose Through-Screen Computing, a new concept
that we define as: the computing of light signals for various purposes
such as communication, sensing, and imaging, where the light comes
from the physical world and passes through a special medium –the
transparent screen– before reaching the under-screen optical sensors.
In this paper, we present the main challenges brought by trans-
parent screens with respect to the proposed computing behind
transparent screens. We describe how to overcome these challenges
to retain the full functionality of under-screen sensors in terms of
imaging and connectivity. Besides, we discuss some applications
that could be enabled/enhanced by through-screen computing.

KEYWORDS
Through-screen computing, transparent screen, under-screen sen-
sors, full-screen devices

1 INTRODUCTION
Mobile devices, such as smartphones, tablets, laptops, smartwatches,
e-readers, and handheld gaming consoles, have become ubiquitous
worldwide. Now, it is hard to imagine a world without these mo-
bile devices. By 2022, there were more smartphones than people
worldwide, and the number of mobile devices continues to grow
at nearly five times the rate of the global human population [5].
The academic and industrial communities envision an exciting mo-
bile computing future where mobile devices play an increasingly
significant role in daily life. The rapid evolution in mobile devices
leads to the fact that a flagship device from just a few years ago
now seems outdated. Take the smartphone screens for an example.
The screen has become the ‘only’ interactive interface between
users and their smartphones since the launch of the first iPhone in
2007, which revolutionized the industry by eliminating most of the
physical buttons. In the past decade, various innovative smartphone
screen designs have been further realized to minimize the bezels
and the notch area taken up by front cameras and other optical
sensors to increase the screen-to-body ratio. These designs include
the notch screen, teardrop notch screen, and through-hole screen of
Android phones, as illustrated in Figure 1, and the “dynamic island”
of iPhones. The ultimate goal is to achieve a borderless “full-screen

Through Hole Full ScreenNotch Teardrop NotchNarrow Bezel

Figure 1: Evolution of mobile devices and the efforts made
on the screens to eliminate notch and bezel.

device”, unifying user interaction functions and aesthetic design
with the potential wide adoption of transparent screens.

1.1 The Rise of Transparent Screen
Transparent screen technology utilizes transparent electrode mate-
rials to maintain display functionality while being visually trans-
parent. Nowadays, transparent screens have revolutionized mobile
devices, leading to the development of full-screen devices such as
laptops (e.g., Thunderobot T-BOOK and Samsung Blade Bezel) and
smartphones (e.g., ZTE AXON20/30/40, Xiaomi MIX4, and Sam-
sung Galaxy Z Fold3/4/5/6) [3]. These full-screen devices, with their
larger screen-to-body ratios, provide a better user experience by
offering a more immersive and intelligent interface [1].

To achieve this goal, the screen of full-screen devices comprises a
Transparent Screen Region and a Normal Screen Region, as illustrated
in Figure 2(a-b). The transparent screen region is built with transpar-
ent electrode materials, serving two purposes: 1) displaying various
contents, similar to the normal screen, and 2) allowing light to
pass through the screen to reach under-screen optical sensors. The
transparent screen’s pixel layout is therefore optimized to balance
the display functionality and the light transmittance to meet these
two purposes [6], as shown in Figure 2(c). This innovative design
allows placing optical sensors under the transparent screen without
sacrificing their functionality, leading to the so-called Under-Screen
Sensors [4], such as the Under-Screen Ambient Light Sensors (ALS)
[1] and Under-Screen Cameras (USC)1.

1.2 Our Vision: Through-Screen Computing
Transparent screens are revolutionizing our visual experience of
mobile devices. However, they also change the traditional mobile
computing of light-based signals since optical sensors now must be
placed under the transparent screen instead of traditionally on the
screen. Motivated by this paradigm shift, in this paper, we propose
the concept of Through-Screen Computing, which we define

1It is also referred as Under-Display Camera (UDC) or Under-Panel Camera (UPC) in
the literature [2, 6–8].
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Figure 2: Illustrations: (a) full-screen smartphone with under-screen sensors; (b) magnified micrograph of the transparent
screen region and the normal screen region; (c) screen diversity: the comparison of transparent screen regions and normal
screen regions designed by different smartphone manufacturers.
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Figure 3: The concept of Through-Screen Computing: (left) Passive source; (right) Active source.

as: the computing of light signals for various purposes such as com-
munication, sensing, and imaging, where the light comes from the
physical world and passes through a special medium –the transpar-
ent screen– before reaching the under-screen optical sensors. We will
explore several key themes with long-term potential for research
and innovation: (i) How to overcome screen barriers for existing
important directions in mobile computing, such as imaging and
communication; (ii) How to leverage the screen to drive innova-
tion in mobile computing, such as interaction, sensing, privacy,
security, energy harvesting, and in fields like Augmented/Mixed
Reality (AR/MR) and spatial intelligence. Below, we first present the
essential components of the envisioned through-screen computing.

Light Source: Through-screen computing uses light signals as
the computing input. We mainly consider two types of light sources:
(1) Passive sources: referring to the objects that reflect light when
illuminated, containing spatial information about the object and
its environment. (2) Active sources: referring to the LED luminaires
present in the lighting infrastructure, which are not only beneficial
for illumination but also can be modulated in light intensity or
colors at a high frequency to transmit information.

Transparent Screen: In through-screen computing, the trans-
parent screen significantly affects light propagation. It influences
the visual imaging of light reflected by passive objects (e.g., cats,
see Figure 3(left)) or the intensity and color of light emitted by
active sources (e.g., LEDs, see Figure 3(right)). Additionally, the
transparent screen can act as an active source, featuring an array
of RGB pixels in various layouts, shapes, and sizes. This array dis-
plays dynamic contents on mobile devices and brings challenges
to through-screen computing, such as attenuation, color shift, and
interference with other passive and active light.

Under-Screen Sensors:We consider two types of under-screen
sensors in this paper: (1) Single-pixel under-screen sensors, such as
an under-screen photodiode and an under-screen ambient light
sensor. Both are semiconductor devices that convert the detected
light into electrical information. While an under-screen photodiode
only measures light intensity, an under-screen ambient light sensor,
which combines a photodiode and a color filter, can measure both
the intensity and the color of through-screen light signals; and (2)
Multi-pixel under-screen sensors, such as an under-screen camera,
which can also detect through-screen light signals but in an intuitive
and understandable multi-pixel image output.

In this vision paper, we will focus on the computing behind
the transparent screens of full-screen devices, addressing several
critical challenges to advancing through-screen computing.
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Abstract—Distributed consensus algorithms face a dual chal-
lenge in modern networked systems: safeguarding sensitive data
through privacy-preserving mechanisms while maintaining ro-
bustness against adversarial nodes (e.g. Byzantine faults). This
paper shows a fundamental trade-off between privacy preserva-
tion and adversarially detection in distributed average consensus
algorithms. Our analysis reveals that as the level of privacy
preservation increases, the detection accuracy for adversarials
declines accordingly, highlighting a critical design challenge for
secure and privacy-aware consensus frameworks.

Index Terms—ADMM, privacy, subspace perturbation, adver-
sary, detection, median absolute deviation, privacy-robustness
trade-off

I. INTRODUCTION

Maintaining robustness against adversarial nodes is a neces-
sary goal in distributed computations. Without this robustness,
the output of distributed computations will fall into the hands
of adversaries. This will render distributed computations use-
less, as they will not be able to converge to their optimal
values. But as long as an adversarial detection algorithm can
identify whether a node is honest or adversarial based on
its outputs, it will guarantee that the distributed computation
will achieve its optimal value. However, as we will show,
having full knowledge of a node raises privacy issues. As
distributed computations are applied across more fields, they
increasingly handle sensitive data, and privacy protection is
vital [1]. Meaning that having full knowledge of a node is
not optimal in some cases, this introduces a trade-off between
privacy and robustness in distributed computations.

II. METHODS

To show this trade-off in effect, we used the ADMM algo-
rithm for distributed average consensus computation, where
we implemented the subspace perturbation (SP) privacy-
preserving mechanism. This mechanism inserts noise into the
non-convergent subspace of the auxiliary variables of the
ADMM algorithm, which does not affect output accuracy
while being able to achieve perfect privacy [2]. For robust
detection, we slide a window of L iterations and compute
the median absolute deviation (MAD) of all incoming updates
on each edge, following [3]. If neighbour j surpasses the
threshold more than L/2 times within the window, node
i marks j as adversarial and ignores its messages for the
subsequent L iterations. We assume that the adversary will
perform a Gaussian noise attack where the ADMM updates

Fig. 1. ADMM simulation under privacy-preserving subspace perturbation
with noise variances σ2 ∈ {0, 10−4, 1, 104, 108}. From top to bottom:
(i) False Alarm Rate (FAR): fraction of honest edges incorrectly flagged;
(ii) Missed Detection Rate (MDR): fraction of truly corrupt edges that go
undetected; (iii) Consensus Error ∥xi − x⋆∥2 on a log scale.

are replaced by random noise, making the consensus average
to deviate from the true average.

III. NUMERICAL RESULTS AND CONCLUSION

Figure 1 shows the trade-off between privacy and robust-
ness. A higher inserted SP noise variance will raise the privacy
and make detection less likely. Hence, as the noise variance
grows, the corrupt nodes become more indistinguishable from
honest nodes. These results expose a fundamental trade-off
between privacy and robustness in consensus protocols: the
stronger the privacy guarantee, the harder it becomes to
identify Byzantine behaviour.
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ABSTRACT

Accurate prediction of Gallium Nitride High-Electron Mo-
bility Transistors (GaN HEMTs) lifetime is essential for ensur-
ing the reliability of power electronics [1]. Traditional model-
based approaches offer physically interpretable predictions but
often struggle to account for stochastic variability observed
in real-world scenarios. Conversely, machine learning (ML)
methods perform well in complex environments but often fail
in low-resource and out-of-distribution settings [2]. Addition-
ally, limited incorporation of domain knowledge reduces inter-
pretability—particularly regarding uncertainty quantification-
and hinders their acceptance in industrial deployments.

This work proposes an ML-based framework for static life-
time prediction of GaN HEMTs, leveraging early-stage degra-
dation signals with an emphasis on uncertainty estimation. The
University of Bologna tested 49 devices [3] under varying
gate voltages and temperatures. Time-series measurements of
gate current, drain current, and ON-resistance were recorded
every two seconds until device failure. A log transformation is
applied to lifetime values to normalize their distribution and re-
duce skew. Additionally, time-domain features were extracted
from the first two seconds of measurements to capture early
characteristics. We investigate two algorithms: (i) ensembles of
bootstrapped XGBoost regressor [4] for empirical uncertainty
estimation, and (ii) Gaussian Process (GP) regressor that
inherently captures predictive uncertainty. Additionally, we
introduce monotonicity constraints on selected features—such
as temperature and gate voltage—to incorporate domain priors
and assess their effect on reducing epistemic uncertainty
without fully specifying a physical model.

Results, validated under leave-one-device-out cross-
validation (LOOCV), indicate that XGBoost achieves best
accuracy (log-SMAPE = 11.6%), while GP models provide
better-calibrated uncertainty estimates, as shown in Fig. 1.
Though not ideal, the models demonstrate promising capability
for approximate lifetime estimation in industrial applications,
offering valuable insights for further development. However,
the current approach to enforcing monotonicity in GP models
relies on additive kernel assumptions [5], which imply feature
independence—contradicting observed interdependencies
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and distorting predictions. Future work will explore more
expressive constraint formulations (e.g., local boundary
conditions) and expand the dataset to improve model
generalization and interpretability.

Fig. 1: Comparison of prediction accuracy and uncertainty cali-
bration for XGBoost (top) and Gaussian Process (bottom) under
LOOCV. Left: Predicted vs. true log-lifetime with 95% confidence
intervals; Right: Calibration curves showing observed vs. expected
confidence and miscalibration regions.
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