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SUMMARY

The research presented in this thesis is concentrated mostly around the
properties of the Variational Boussinesq Model (VBM). The VBM is a
model for waves above a layer of ideal fluid, which conserves mass,
momentum, energy, and has decreased dimensionality compared to
the full problem. It is derived from the Hamiltonian formulation via an
approximation of the kinetic energy, and can provide approximate dis-
persion characteristics. In particular, dispersive properties of a model
are important for a large number of practical applications, especially
if modelled waves have a broad spectrum.

The most important assessment for a model is a comparison between
results obtained from the model and experimental data. We show how
well the VBM performs in a few complex cases, such as focussing wave
groups with broad spectra. The real-life experiments with this type of
waves were performed at the facilities of the MARIN hydrodynamic
laboratory (Maritime Research Institute Netherlands). In order to put
the work into the context of existing research, we compare the obtained
results to those of other models, in particular the AB-equation which
is briefly discussed in the thesis as well.

Having free parameters in the VBM gives opportunities to optimize
the parameters depending on the specifcs of the application. We ex-
plore possibilities of such optimization, interchanging norms in differ-
ent optimization criteria. Then the question rises, which of these norms
is the best? We come up with the novel kinetic energy optimization cri-
terium that is natural for the VBM and gives seemingly the best result
in the considered test cases.

Another important property from the practical viewpoint is how
well a model simulates reflection. We study the reflective properties of
the VBM and compare them to previous results by other authors. We
also derive and investigate an analytical reflection model of the WKB
(Wentzel-Kramers-Brillouin) type, whose performance is surprisingly
good.

For the numerical implementation of the VBM we employ a Finite
Element Method (FEM), and a pseudo-spectral method in case of the
AB-equation. In the thesis we concentrate on errors caused by the mod-
elling process, and provide details of the numerical implementation
in the first chapters and in the Appendix. This includes an embed-
ded influx condition, which we use in signalling problems for both the
AB-equation and VBM.
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SAMENVATTING

Het onderzoek van dit proefschrift concentreert zich voornamelijk op
eigenschappen van Variationele Boussinesq modellen (VBM). Dat zijn
modellen voor golven op een laag van een ideale vloeistof, die massa,
impuls en energie-behoudend zijn, en een dimensiereductie hebben
ten opzichte van de volledige formulering. Afgeleid uit de Hamiltonse
formulering door een benadering van de kinetische energie, kunnen
verschillende benaderingen van de dispersie-eigenschappen verkregen
worden. Deze dispersie-eigenschappen zijn in het bijzonder van belang
voor meerdere toepassingen, in het bijzonder als de golven een breed
spectrum hebben.

De belangrijkste beoordeling van een model wordt verkregen door
vergelijking van de modelresultaten met experimentele data. Wijj to-
nen aan hoe goed de VBM presteert in enkele moeilijke gevallen, zoals
focussing golfgroepen met breed spectra. De experimenten voor dit
soort golven werden uitgevoerd door het hydrodynamische laborato-
rium MARIN (Maritime Research Institute Netherlands). Om het werk
een plaats te geven in het huidige onderzoek vergelijken we de verkre-
gen resultaten ook met die van andere modellen, in het bijzonder met
de AB-vergelijking die ook kort beschreven wordt.

De vrije parameters die in VBM beschikbaar zijn maken het mo-
gelijk de parameters optimaal te kiezen, afhankelijk van de specifieke
toepassing. We onderzoeken die optimale keuzen, in normen die cor-
responderen met verschillende optimaliteitscriteria. Maar dan dient de
vraag zich aan welke keuze de beste is. Wij presenteren een nieuw op-
timaliteitscriterium dat gebaseerd is op de kinetische energie, hetgeen
op natuurlijke wijze past bij VBM en dat ook de beste prestaties geeft
in de beschouwde testcases.

Een andere belangrijke eigenschap is hoe goed een model reflecties
kan simuleren. Wij bestuderen de reflectie-eigenschappen van VBM en
vergelijken die met eerdere resultaten van andere auteurs. Wij leiden
ook een analytisch WKB (Wentzel-Kramers—Brillouin) reflectiemodel
af dat verbazingwekkend nauwkeurig is.

Voor de numerieke implementatie van de VBM gebruiken we de Fi-
nite Element Methode (FEM), en voor de AB-vergelijking een pseudo-
spectrale methode. Met concentratie op het modelleerproces, geven
we details van de numerieke implementatie in de eerste hoofdstuken
en in de Appendix, inclusief een beschrijving van een embedded in-
fluxmethode die gebruikt wordt in de signaalproblemen voor de AB-
vergelijking en de VBM.
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INTRODUCTION

1.1 MOTIVATION

Our main research interest lies in building wave models that can in
a deterministic way predict appearance of oceanic rogue waves (also
called freak waves and sometimes referred as giant or extreme waves).
The rogue wave is a wave that is much higher than expected for the sea
state. The common definition requires them to be at least twice as large
as the significant wave height. Such waves can cause severe damages
and lead to lethal outcomes. For example, between 1969 and 1994 at
least 22 supercarriers were lost because of rogue waves [6]. There are
evidences of ships, oil platforms and coastal structures, which were hit
by them, sometimes with devastating results. Death toll of freak waves
during the last half-century is measured in hundreds, if not thousands.
A good review of the literature and phenomenology of rogue waves
one can find in [3].

Rogue waves are studied mainly from two theoretical points of view.
The first is the statistical study. After realizing that freak waves are
not some mystical creatures appearing only in the marine folklore,
but vice-versa, they seem to be responsible for a large number of ship
wrecks, the statistical research obtained proofs that the probability of
their appearance was seriously underestimated before. Observations
obtained with wave gauges, buoys and other modern wave measuring
devices give empirical confirmations to this [3].

Our approach lies in the stream of the other type of freak waves re-
search, deterministic one. It is important to address not only the prob-
abilistic questions like how often these waves appear. The questions
of shape and other properties of such waves are also vital. If we can
reproduce the rogue waves with our models and in a hydrodynamic
laboratory, it will allow for further study, in particular, the research
of influence that these waves can exert upon ships and open-sea and
coastal structures.

It is believed [6] that three physical mechanisms can lead to ap-
pearance of large waves in a moderate wave field: spatial focusing
(including refractive focusing due to bathymetry and current-wave in-
teractions), dispersive focusing, and nonlinear focusing. Dispersive
focusing is the main topic we study throughout this thesis. Generally,
the theoretical, numerical and experimental research of rogue waves
becomes more and more topical and obtains larger momentum with
time. A particular boost in this research is observed since 2000.
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Figure 1: At the left a freak wave approaches the ship in the Bay of Biscay.
At the right residents of Hawaii run from the approaching tsunami.
Image courtesy of Wikipedia.

The human toll of tsunamis is far greater than one caused by rogue
waves. As a result of the most devastating tsunami in human history,
happened on 26 December 2004, more than 230,000 people died in the
Asian region. The material damage brought by it is hardly countable.

The importance of the research in this area is indisputable, and a lot
of efforts are being spent to improve tsunami models in all phases of
the process: tsunami generation, propagation, shoaling and runup [4].
Generation usually happens due to an earthquake, but some tsunamis
arise also as a result of a landslide, volcanic eruption, comet or aster-
oid impact [2]. And depending on its type, the generation may require
very different modelling approaches. For the (local) simulation of the
propagation phase, the shallow water equation and similar models are
usually considered as satisfactory, but nowadays, with global tsunami
simulations becoming a commonplace, it becomes necessary to incor-
porate tides and Coriolis forces into the models.

As regards tsunami shoaling and runup process, an appropriately
accurate and fast prediction by models is challenging, and of the vital
importance. With recent developments of tsunami real-time warning
systems, the models” performance has potential of saving thousands
of human lives. It is also promising to make use of such models, which
realistically incorporate e. g. both tsunami propagation and shoaling
processes, instead of coupling different models together.

Harbour simulations are of a considerable interest as well. One ex-
ample of questions that rise in this regard is whether resonant (stand-
ing) waves will appear in particular harbour geometry, and if the an-
swer is yes, how to improve artificially the harbour coastline for better
protection?

1.2 OUTLINE

The outline of the thesis is as follows.



1.2 OUTLINE

In the next Chapter 2 we introduce the Variational Boussinesq Model
(VBM), proceeding from its “classical” form with the parabolic vertical
dispersion profile, through the cosh VBM with one vertical profile and
to the cosh VBM with multiple vertical profiles. The VBM will be used
in every of the subsequent chapters, with the same approach of the
model’s complexity increase. We find it convenient to discuss advan-
tages of the VBM in the same chapter.

It should be remarked that the analysis in this thesis is generally
concentrated on the errors caused by the modelling process, and not
on numerical accuracy errors. For the VBM simulations everywhere
we used a FE-implementation with sufficiently fine grid, and we pro-
vide only the major numerical scheme, leaving other minor details to
the Appendix. In addition, we describe an embedded boundary con-
dition, which we use for the solution of signalling problems for both
AB-equation and the VBM.

The AB-equation serves as the main vehicle for purposes of com-
parison of the VBM to the auxiliary model. It is briefly introduced
in the same chapter. The results of the AB-equation simulations are
presented, for the test case with the so-called highest Stokes wave, to-
gether with concise description of the pseudo-spectral implementation.
The demonstrated test case is taken from the published article [5].

In Chapter 3, having in mind a signalling problem, we search for
optimal dispersive properties of the 1-D linear VBM with one verti-
cal profile (over flat bottom) and, using finite element and (pseudo-)
spectral numerical codes, investigate its quality. For the optimization
we restrict to the class of potentials with hyperbolic vertical profiles
that are parametrized by the wavenumber. The optimal wavenumber
is obtained by minimizing the kinetic energy for the given signal and
produces good results for two realistic test cases. Besides this kinetic
energy principle we also consider various ad-hoc least square type
of minimization problems for the error of the phase or group veloc-
ity. The test cases are two examples of focussing wave groups with
broad spectra for which accurate experimental data are available from
MARIN hydrodynamic laboratory [10]. To determine the quality of an
‘optimized” wavenumber for the governing dynamics, we use accurate
numerical simulations with the AB-equation to compare with VBM
calculations for the whole range of possible wavenumbers. The com-
parison includes the errors in the signal at the focussing position, as
well as the integrated errors of maximal and minimal wave heights
along a spatial and temporal interval that is symmetric around the
focussing event.

We observe that the performance of the cosh VBM with one vertical
profile does not reach accuracy of the AB-equation. In particular we
show that for any chosen parameter, all sufficiently short waves have
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the same, finite propagation speed. This erroneous behaviour is an
inevitable consequence of the way we represent the fluid potential.

So, in Chapter 4 we take one of the considered test cases (the most
extreme case of the focussing wave group) and use it for testing the
derived generalization of the VBM, where the fluid potential is approx-
imated not with one, but with a superposition of many vertical cosh-
dispersion profiles. Again, we use the novel kinetic energy optimiza-
tion criterion, adapted to calculate these several optimal parameters,
and perform linear and nonlinear calculations with the optimal pro-
files. The results of the optimized VBM calculations are compared to
the real-life measurements, the AB-simulations and simulations with
MIKE 21 [11] and SWASH [12].

These two chapters comprise the contents of the technical report [8]
and the published article [9]. The last chapter, however, has not been
published yet.

We start Chapter 5 with the derivation of the reflection coefficient
from the vertical step in the bottom profile, as well as the derivation of
the classical WKB approximation. Then we calculate reflection coeffi-
cients of the VBM for the Booij’s test case [1] and compare the obtained
results to the results by Klopman & Dingemans [7]. We also derive the
analytical reflection-capable model based on WKB approximation and
use it to obtain the reflection curve. VBM- and WKB-reflection results,
being obtained with a simpler approach, are close to ones obtained by
Klopman & Dingemans. We also do additional simulations, varying a
different parameter than in the previous works.

Finally, in the last Chapter 6 we briefly summarize the research done
in this thesis, give a few recommendations and highlight possible di-
rections for future advancements.
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WAVE MODELLING

Generally speaking, wave motion is a phenomenon of energy transfer
from one point in space to another without (or almost without) mov-
ing the mass of the continuum, whose oscillations are recognized as
waves. There is a whole variety of oscillations and waves happening in
different media and at all scales: from elementary particles, exhibiting
wave-like properties, to gravitational waves in general relativity the-
ory, piercing the whole universe. In the middle of this variety lie water
waves, in particular, surface gravity waves studied in this thesis.

This chapter introduces the Variational Boussinesq Model (VBM),
along with the AB-equation, and presents some preliminaries needed
to understand the material of the subsequent chapters. The VBM is
derived in a manner of going from simpler to harder. Some details as
regards numerical simulations are also provided.

2.1 VARIATIONAL BOUSSINESQ MODEL

In our research we restrict to waves over a layer of ideal fluid, i. e. fluid
whose viscosity effects are neglected. Furthermore, we restrict to fluid
which is incompressible, and to flow which is irrotational. We do not
take into account such phenomena as surface tension, Coriolis forces
or dissipation. The fluid is driven by influence of the gravitation, its
flow satisfies mass and energy conservation laws [12].

Under these restrictions, at each moment of time the fluid motion
must satisfy the Laplace equation in the interior of the fluid layer (see
Figure 2):

AD =0, (1)

along with surface and bottom conditions. Here & stands for the fluid
velocity potential. It is a scalar function, depending on the spatial vari-
ables x and z, and on the temporal variable t. Variable x can be two-
dimensional, and then one speak about two horizontal dimensions,
or three-dimensional flow. But in this thesis we restrict to the case
when x is a scalar, i. e. the case of one horizontal dimension, or two-
dimensional flow.

It is important to note that the solution of the full nonlinear flow
problem (1) can be complicated, resource-demanding and unneces-
sary. In many application areas one chooses to use Boussinesq models,
which are models with reduced dimensionality, i. e. instead of solving
the full 3- or 2-dimensional model, one derives some approximation
of the initial model, but one dimension smaller, taking away a vertical
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W n(x,t)
7N

Figure 2: Fluid motion must satisfy the Laplace equation for ® in the interior
of the fluid layer. ® is the fluid velocity potential, #(x, t) is the wave
elevation function.

variable, and solving then 2- or 1-dimensional model, correspondingly.
Here we describe the VBM, a Boussinesq model, derived with the varia-
tional approach; in the following chapters we investigate its robustness
and optimize its properties.

We start with the definition of the total energy, or Hamiltonian. It is
the sum of the kinetic and potential energies:

H:/C—FP:Jde:Jde—&-Jde, (2)

where H, K and P are accordingly the total, kinetic and potential en-
ergy densities:

1 ("
K= [ [@@2+ @ops 6
P=gn=P= g (4)

In the following we use the canonical variables to describe the fluid
equations, the surface elevation # and the fluid potential ¢ at the free
surface; g is the gravitational acceleration. The surface fluid potential
P(x,t) = D(x,z,1)|,—y(xp) is the restriction of the (full) fluid potential
@ to the wave surface 3. Luke’s variational principle [11, 22] (see also
[2, 25, 30]) reads as

6L =0 J J((j)&tiy — K — P)dxdt = 0. (5)

Notice that variations of the Lagrangian £ by ¢ and #, equated to zero,

(5¢£ = Jj(atﬂ — (54,K)dxdt =0,



2.1 VARIATIONAL BOUSSINESQ MODEL

oL = ff(aﬂp — 6y K — gn)dxdt =0,

lead to the following Hamiltonian evolution equations:

orp = —gn — oK.

This Hamiltonian description was first derived by Zakharov [30]. Ex-
act equations are obtained if we could assure that the fluid potential ®
satisfies the Laplace equation in the interior, the impermeability con-
dition at the bottom z = —h and has the prescribed value ® = ¢ at
the free surface z = #. In this chapter and further we consider bot-
tom bathymetry to be flat; the case of varying bottom is dealt with in
Chapter 5.

The exact potential ® has the extremal property — it minimizes the
kinetic energy over all potentials that satisfy the prescribed surface
value ¢. This minimization property of the kinetic energy will be ex-
ploited later in the thesis to obtain the best dispersive properties of the
VBM.

Since the Laplace problem cannot be solved explicitly for nontriv-
ial #, the kinetic energy has to be approximated to make the model
useful for numerical simulations. Every feasible kinetic energy approx-
imation in the VBM will be obtained by approximating the velocity po-
tential ®. Depending on approximation, system (6) will be expanded
with elliptic equations, to be solved together with evolution equations.

2.1.1 Linear Shallow Water Equation

At first, we would like to give a rather trivial example. It can be shown
that the Linear Shallow Water Equation (LSWE) can be seen as a par-
ticular case of the VBM. Indeed, take ® independent of the vertical
variable:

DO(x,z,t) ~ ¢(x,t), Yz € [—h,5(x,1)].

This means that the fluid particles do not move in the vertical direction.
The kinetic energy (3) transforms then to

K = 207+ W) (@)

and for small-amplitude waves can be approximated as

ILIPAY
K 2 (0g) o)

Thus, after taking variations, the evolution equations for the constant
depth iy become

{ dm = —hod%p @
orp = —g11.
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Notice, this immediately leads to the well-known LSWE or the wave
translation equation:
ofn = s,
where ¢y = /ghj is the shallow water phase speed.
A variation of the LSWE, valid for the varying bottom, will be de-
rived and used in Chapter 5 in calculations of the reflection from the
bathymetry features.

2.1.2  VBM with one profile

Of course, the LSWE covers a very limited range of applications. In
oceanography it was mostly (and quite extensively) used in tsunami
simulations. To make VBM more useful one needs to improve the ki-
netic energy approximation. This is usually done for the VBM by ap-
proximating the fluid potential function @ (see e.g. [17]). In this sub-
section we present a VBM variant, which we call further the VBM with
one profile; the word "profile” is related to a (vertical dispersion) func-
tion F(z), which greatly affects dispersive properties of the model.
Represent @ in the form:

O(x,z,t) ~ P(x, 1) + F(2)9(x, t), )

where ¢ is an unknown function, but the vertical profile F will be
chosen in advance (this is usually done with help of a parabolic func-
tion [18], but futher we will show that the cosh-profile is much better).
The bottom impermeability condition %{1’ |lz——n(x) = 0 where n is a nor-
mal to the bottom, for the case of flat bottom implies 9, ®(—h) = 0 or
F/(—h) = 0. Also the condition that on the surface F(1) = 0 should be
satisfied. Taking the assumption that the amplitude of waves is small,
this immediately transforms into F(0) = 0.
The kinetic energy density (3) expands to

K= [ [0+ PO + (e
—h

1 U 1 Ul 1 1
= SOt eP 4 agong | Faza S0P [ Paze syt [ (P
2 —n 2 _n 27 )
and for waves of small amplitude can be approximated as
1
K~ S [h(0x9)? +a(0x)? + 79 + 20xpOry], (10)
where coefficients «, f and < are constants (in case of the parabolic

approximation) or depend on parameters (the x-parameter in the next
chapter):

0 0 0
Q= J Fdz, B= J. Fdz, = j (F')?dz. (11)
—h —h —h
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Their exact values are given in Chapter 3 by formulae (52) and (68).
The Lagrangian is then given by

T (L
L, ¢ 9) = o Solom — 397
—3{h(0x$)? + a(0x)? + VP2 + 2B PO P} |dxdt. (12)
Notice, in addition to solving the evolution equations (6) we ought
to solve an additional 1-dimensional elliptic equation in the interior

of x-domain. Indeed, the Euler-Lagrange equations of the evolution
system (6) are extended to:

(3,317 = 54)1(
o = —gn — 6K (13)
5pK = 0.

The equation 6, K = 0 after partial integrations becomes

—alep + v = B9, (14)

Hence, the dynamic PDE system of the linear VBM with one profile
looks like:

0 = ~hdzp — Py

Orp = —g1 (15)

—ad3 + 79 = poRe,
where coefficients a, § and -y can be pre-calculated before solving the
PDE system. For this, of course, the vertical profile function F should
be chosen in advance. This choice largely defines dispersive properties
of the model (see Subsection 2.1.5 further).

The VBM with one profile is extensively used in Chapter 3, where
derivation of the model and its dispersion relation will be given with
more details. The adapted version of the model, which can simulate
waves over bathymetry, is investigated in Chapter 5, in particularly, to
calculate reflection coefficients of the model.

Going through the same derivations, but taking into the account
bathymetry h(x), with so called mild-slope approximation (i. e. when
the x-derivative of the function F is negligible) and without lineariza-
tion, one would obtain the nonlinear VBM system with one profile:

0] = —0x((h+17)0x¢) — 0x(BoxP)

Orp = —gn — %8x<p2 (16)

—0x(a0xp) + v = Ox(BOx)-
In this case, together with the depth function h(x), the integral coeffi-
cients «, f and y will depend on the spatial coordinate x. Moreover,
with allowing nonlinearity, they will be represented by integrals not
up to the still water level, but to the wave surface #(x, t), so they have
to be recalculated on each time step for each point of a domain.

11
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2.1.3 VBM with multiple profiles

Now let us take the more complicated form of the ®-Ansatz:

D (x,2) = ¢ (xX) + ZuFw (2) P (¥) = ¢ (x) + F(2) - ¥ (x)  (17)

with the appropriate bottom and surface conditions on functions F,.
Here notations of vector-functions is used for F and ¥.
The kinetic energy (3) becomes in this case:

1
K= f [(h+ 1) (x) + @Y - 0¥ +7F - ¥ + 2028 - ¥ ]dx,

where instead of scalar coefficients, as in the previous subsection, we
have now integral coefficients that are elements of the matrices « and
v and the column vector S:

Ul yl Ul
Wjy = J—h fifmdz,  Pm = J—h fmdz,  Yim = J—h i fudz. (18)

And again, they depend on the approximation of the vertical potential
profiles F. These profiles are the cosh-profiles, given by (122) where
Km is a wave number to be chosen optimally in the next chapters.

Taking variations of the Lagrangian, as in the previous subsection,
we arrive at the ultimate PDE-system :

o = —0x((h +1)dxp) — Ox(Box'Y)
Orp = —gn — %83(([)2 (19)
—0x (20xY) + YY = Ox(BOx¢).

Here the last equation is in fact an elliptic system of PDEs. The matri-
ces « and y are symmetric, and the vector § consists of the correspond-
ing coefficients ;. The vector ¥ consists of the functions ¥ (x,f) to
be found at each time step. There are as many interconnected elliptic
equations, as there are functions ;. in the Ansatz (17).

This form of the VBM is used throughout Chapter 4, in order to
obtain the best dispersive characteristics, unachievable with any choice
of the F-function in the case of the one-profile VBM. .

2.1.4 Numerical implementation

The VBM is obtained from the variational formulation by minimizing
the Lagrangian (12) with respect to #, ¢ and ¢, so, it is natural to
build an implementation with the Finite Element Method (FEM). One
can use piecewise linear local basis functions Ty (x) since the highest
derivatives in (12) are of the first order. We discretize the solutions in
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space by FEM; this leads to a system of ordinary differential equations
(ODEs), which we solve in time by a Runge-Kutta method. It is most
convenient to derive the numerical system from the weak formulation.

For the simplicity of the example, let us define the numerical imple-
mentation of the one-dimensional linear VBM with one profile over
varying bathymetry (16).

First of all, we consider the spatial domain as the segment [0, L],
and take the spatial grid x; on it, where x; = 0 and x,, = L. The grid
can be equidistant or not (for example, changed according to depth
variations). We define the vector of #-values in the grid points:

1i(t) = n(xi,t).

Similar arrangement we have for functions ¢,i, h, and coefficients
«, B and . On the same grid points we define the piecewise-linear
tent functions T;(x) with value one in the point x; and zero in the
neighbouring grid points. By definition, the distance between two grid
points, Ax; = x;41 — ¥, is the length of the element ¢; = [x;, x;11].

We approximate 7, ¢ and ¢ as superposition of tent functions:

n(x,t) = 25 ni(H) Ti(x)
P(x,t) =25 ¢i(H) Ti(x) (20)
P(x, 1) = X ¥i() Ti(x).

Taking variations of the Lagrangian (12) in (5) by ¢, # and ¢ in the
directions d¢, én7 and 1P appropriately, substituting the test functions
o¢, 6n and 61 with the element functions T;, and gathering them into
matrices, we arrive at the matrix equations:

Moy = D"¢ + DFyp
Moy = —gMn (21)
—D%p— My = D/@.

One can find values of the matrices M and D in Section 7.2. The dis-
crete system (21) is nothing else but a high-dimensional system of or-
dinary differential equations, which can be solved by the Runge-Kutta
method.

Algorithm for evolution simulation

1. Build up the grid x;. An equidistant grid can be used. Another
possibility is to vary a grid cell size according to depth (over
smaller depth a wave length is shrinking, so the grid there should
become finer).

2. Having a bathymetry k; on the grid x;, pre-calculate x; = x(x;)
according to the kinetic-energy minimization principle (see Sub-
sections 3.3.2 and 4.3.1 in the following chapters).

13
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3. Pre-calculate coefficients «;, B; and 7; according to cosh-profile
(see Section 7.1 for exact coefficients values).

4. Build up matrices M, D, M7, D%, DP and D" (see Section 7.2 for
exact element values).

5. Start a Runge-Kutta ODE-solver. We normally use ode45 function
in MATLAB.

6. For every fixed time f we have the vectors 17 and ¢, obtained from
the previous step of the ODE solver.

7. Given this ¢ and using the third equation of (16), we calculate a
new vector .

8. Using the first two equations from the system (16) and a vector
T, we calculate new vectors 7 and ¢, according to the Runge-
Kutta algorithm.

9. Repeat from step 6.

The situation becomes slightly more complicated in case of the VBM
with multiple profiles. The cost of the calculation on Step 7 rises, as
one must find several vectors ¢ instead of one. One can find the corre-
sponding numerical system (72) in Subsection 4.2.3.

2.1.5 Dispersion of the model

The choice of the vertical profile (or profiles) F determines dispersive
properties of the model. It was usual for the VBM to choose a parabolic
profile that satisfies bottom and surface conditions (see e. g. [14, 15]).
The parabolic VBM is discussed in Chapter 3. It should be remarked
that the parabolic VBM would satisfy needs of tsunami simulations up
to the coastal zone, as rather long waves have the appropriate propa-
gation speed.

However, when it comes to the laboratory waves with broad spectra,
waves over a deep sea or e. g. a monochromatic wave train of a specific
(high) frequency, the cosh VBM with one vertical profile demonstrates
its superiority over the previous choice, this is shown in Chapter 3
(or corresponding technical report [21]). The dispersion accuracy for
the long waves stays approximately the same as in the parabolic VBM.
But additionally, for one specific wave number x the model obtains
an exact dispersion as derived in the Airy wave theory, including the
phase speed and the group speed.

For applications, where the wave spectrum is very broad, even per-
formance of the optimized cosh VBM with one vertical profile can
become incomplete. This is not a rare case: for example, for waves hav-
ing the realistic JONSWAP spectrum the wave length in the spectral tail
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can become several times smaller than in the spectral peak. As demon-
strated in Subsections 3.5.2 and 3.5.3, such short waves can become
important for the appropriate focussing of a wave train, adding up to
15 — 20 % of the wave amplitude.

For such extreme test cases the optimized cosh VBM with mul-
tiple vertical profiles, presented with more details in Chapter 4 (or
corresponding paper [20]), shows really good performance. Already
with two vertical profiles the dispersion accuracy errors become small
enough to allow for almost exact reproduction of the real-life wave
shape and amplitude. This can be done partially thanks to the appro-
priate choice of the parameters. For the effective wave numbers x;-s,
used in this type of VBM, Airy theory provides the exact dispersion.
It will be shown how to find these wave numbers «;-s in an optimal
way, using the novel kinetic energy criterion, minimizing the kinetic
energy error and simultaneously minimizing the error in phase and
group speed.

The material of the subsequent chapters relies a lot on the analytic
expressions of the dispersion, which will be obtained from the derived
PDE systems of the VBM. The derivation and formulae will be given in
Subsections 3.2.1 and 4.2.2, followed by plots of both phase and group
speeds and further analysis.

Here we only make the remark that one can obtain expressions not
only for the VBM's dispersion, but it is possible also to obtain analyt-
ically the dispersion of the numerical scheme. We do not provide for-
mulae of the numerical dispersion here (for they are large), but show a
plot of the phase and group speed of the parabolic VBM (both model’s
and numerical dispersion), along with the exact dispersion; see Figure
3.

It is visible that the model’s phase speed is much larger than the
exact phase speed, having non-zero limit for short waves. This causes
the waves in the model to propagate faster than real waves. Although
the situation is much better in case of the cosh VBM, it can be shown,
that the non-zero limit is always the case (at least for the VBM with
one profile, see expression (49) in Subsection 3.2.1).

Moreover, as regards the phase speed in the numerical scheme, it is
even larger than the model’s dispersion. Only until a certain boundary
they approximately coincide. Of course, by taking finer grid the range
of simulated wave lengths will grow, and appropriately this boundary
will shift further into the region of short waves. The curve of the nu-
meric group speed grows only until certain point and then falls rapidly
to zero. Still, it remains approximately the same as the model’s group
speed until the same point.

This implies importance of choosing a sufficiently fine grid. On the
other hand, whichever discretization we take, we can come up only
with the model’s phase speed at best. When for the range of simulated
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Figure 3: At the left the normalized phase speed and at the right the nor-
malized group speed are shown for the exact dispersion (solid), the
parabolic VBM with one profile (dashed) and for the FEM numerical
scheme (dash-dot). On horizontal scale kh is a wave number mul-
tiplied by depth. For the numeric dispersion the whole spectrum
of waves simulated by the numerical scheme is presented (that is,
the distance between grid points is Ax = 0.1 m). The vertical bar
(dashed) represents the boundary, until which the numerical disper-
sion approximately coincides with the dispersion of the model.

wave numbers model’s dispersion differ much from the exact (or real)
dispersion, any numerical tricks will be in vain. That is, to improve
the results of simulations, which depend much on the dispersive prop-
erties, first of all, we have to improve the model’s dispersion. In the
following chapters 3 and 4 we show how to approach this task effi-
ciently.

2.1.6 Advantages of VBM

We would like to defer the demonstration of the VBM capabilities as
regards dispersion improvements to the next chapters. Here we would
like to stress important properties of Boussinesq models and, in par-
ticular, advantages of the VBM. These model’s tratis, in our opinion,
should lead to the successful use of the VBM in practical applications.

Dimensions reduction is a common feature of all Boussinesq-like mod-
els. Instead of solving the full nonlinear flow in 3 or 2 dimensions,
one derives some approximation of the initial model, but one dimen-
sion smaller, taking away the vertical variable and solving then 2- or
1-dimensional model, correspondingly. There is no reason to solve the
complicated and resource-demanding full flow problem, when only
the wave elevation function is required (or e. g. some depth-averaged
characteristics of the solution).

At the beginning of their development, Boussinesq-like models were
essentially shallow-water models, i. e. valid for a confined range of
long waves, and with limited nonlinearity. During recent decades the
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two major tendencies were driving improvements in this field: struggle
for better dispersion and for better nonlinearity [13]. The accurate disper-
sion is believed to be an important requirement for the improvement of
various properties of a Boussinesq model [23, 24]. In this thesis we con-
centrate mostly on the dispersive characteristics, and there will be a lot
said about them in the following chapters. It will be demonstrated that
the VBM can achieve excellent linear dispersion (the nonlinear proper-
ties of the VBM are not studied thoroughly in this thesis, but one can
find nonlinear simulations in Chapter 4). Even more important to note,
this gain is achieved without sacrificing any other beneficial properties
of the VBM, specific to the discussed model.

The VBM is derived with the variational approach, and possesses
positive-definite Hamiltonian. Thanks to this, the variational structure of
the model is transferred to the FEM discretization, and the used nu-
merical implementation conserves mass and energy (apart from minor
dissipation inherent in a Runge-Kutta ODE solver). This is in contrast
to some Boussinesqg-like models, where energy can become negative
for very short waves, which, in turn, can lead to instabilities of the nu-
merical code [18]. There is also momentum conservation in the VBM,
provided that the bottom profile is horizontal.

Many models contain higher-order derivatives and mixed space-
time derivatives, causing inconvenience in practical applications. The
PDE-system of the VBM, in contrast, contains at most second order deriva-
tives; see e. g. (16). In the weak formulation this becomes at most order
one, and the simplest element functions can be used in the FEM dis-
cretization of the model, as explained in Subsection 2.2.2. The lack of
mixed space-time derivatives allows separating spatial and temporal dis-
cretizations in the numerical code. For instance, we prefer to use FEM
for spatial, and Runge-Kutta for temporal solution of the dynamic
equations.

Other useful advantages of the VBM include the simplicity of the
model’s generalization to two horizontal dimensions (see e. g. [5]), gen-
eralization to varying bathymetry (see e. g. [6]) and good shoaling char-
acteristics [5, 16]. In particular, we show in Chapter 5 that reflection
coefficients are close to the exact ones (see also [16, 18]). This allows to
use the VBM in a wide range of coastal applications.

2.2 UNI-DIRECTIONAL AB-EQUATION

This section concerns the recently derived so-called AB-equation [9],
which models waves varying in time and in only one horizontal di-
rection (unlike the VBM, which is a bi-directional model). Here we
briefly demonstrate how to derive the uni-directional AB-equation, de-
scribe shortly its pseudo-spectral numerical implementation and use it
to simulate the Highest Stokes Wave.

17
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This section is mainly an excerpt from the published article [9]. In
the following Chapters 3 and 4 the described AB-equation serves as the
main vehicle for purposes of comparison of the VBM to the auxiliary
model.

2.2.1 Derivation of AB-equation

We consider both cases of a horizontal bottom and an infinitely deep
layer of water. We start to introduce the uni-directionalization method
for the linear equations, after which we will derive the approximate
AB-equation for nonlinear equations.

As it will be demonstrated shortly, the AB-equation is capable of
incorporating any dispersion relation. We normally use the exact dis-
persion relation for infinitesimal waves, as derived in linear theory:

w? = gk tanh(kh) (22)

with k the wave number and / the depth. We introduce a pseudo-
differential (linear dispersive) operator A which is defined by its sym-

bol:
A(k) = ikr/tanh(kh) /k; (23)

note that defined in this way, A is a skew-symmetric, real operator.
Then the kinetic energy is

1
Kin = | (Ag)dx (24)
and the linear equations are

om =—Ap, o =—gn,

equivalent with the second order equation
2 2
o =8A%Y.

Exact uni-directionalization for linear equations. In the simplest
model, non-dispersive and linear, the equation for the surface eleva-
tion reads (07 — c202)y = 0, with general solution 5 (x,t) = f(x —ct) +
g(x +ct). Here, f and g are arbitrary profile functions, and f(x — cf)
denotes the wave running undisturbed in shape to the right and sim-
ilarly g(x + ct) running to the left. An initial hump released without
initial velocity will split precisely in two: one to the right, the other
to the left, each with half of the initial elevation height. If the hump
is confined in space, after some time the two parts are separated, and
it is tempting to look for the equation that describes only the right
travelling part. For the simple equation above, this is easy. It is the
first order uni-directional equation given by (¢ + cdx )y = 0. We observe
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that the possibility to split the two waves is based on the fact that
0?2 — 202 = (0r + cx) (0 — cOx) = (O — cdx)(0r + cdy). Of course, this is
only true provided c is constant, i.e. for horizontal bottom. A non-flat
bottom leads to ¢ depending on x, and waves cannot be split exactly: a
wave initially travelling to the right will be partly reflected, leading to
a right travelling wave, etc.; then uni-directionalization can at best be
approximate. The same applies when the equation is nonlinear.

As a direct generalization of the above case, uni-directionalization is
possible for any linear dispersive wave equation (with constant coeffi-
cients). For a dispersion operator L, the equation (07 — L?)5 = 0 can be
written as (0; + L)(6; — L)y = 0, and the uni-directional equations are
(Gt £L)y=0.

We will use this generalization in the following for L = ,/gA with
A as above for infinitesimal waves. We observe that since the origi-
nal equations are given by d;7 = —A2%¢y, and dipy = —g, for uni-
directional waves satisfying (J; + ,/gA)n = 0 the potential and eleva-
tion are related by

b0 = 8AT . (25)

We here introduced the subscript for ¢y to remember that this is the
potential at the flat surface according to linear theory.

Uni-directionalization by restriction of the action principle. It is
useful to derive the dynamic equation in a different way using the
canonical action principle (5) for the linear problem:

Crity,y, Jdt {J Poorndx — Hyin (o, 77)} /

where Hj;,(do,17) = 3 §(A¢o)?dx + § Sgn?dx. By restriction to the set
¢o = \/gA’ln one gets

Crity Jdt {J VEA  yomdx — ’Hum(ﬂ)}

with
Huni(1) = fgﬂzdx-

This restricted canonical action principle leads to the correct equation
for 17 as found above: (J + ,/gA)y = 0. Note that the Hamiltonian
H,ni, being the sum of potential and kinetic energy, is precisely twice
the potential energy, expressing equipartition of energy as is known
for linear equations.

Derivation of the AB-equation. Following the derivation in Van
Groesen & Andonowati [9], we use the above method to incorporate
nonlinear effects. The basic idea is to use the fluid potential at the free
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surface ¢ as auxiliary variable and approximate the potential above
the still water level with a few Taylor terms. To that end we introduce
the vertical velocity at the still water level Wy := 0,®(x,z = 0,t). Then
we have for instance ®(x, z,t) = ¢o + zWy + O(z?). According to linear
theory it holds that Wy = —A2¢0.

We now consider the approximation for the kinetic energy. This is
done by splitting the kinetic energy in a term up to the still water level
and a term accounting for the actual surface elevation as

z=0 1 z2=1]
Ksz 7|Vd>\2dzdx+JJ Z|V®|*dzdx.
2 a0 2

The first term is the term of linear theory, { {*=° $IV®[2dzdx = § 1 (A¢o)?dx.
Imposing the uni-directionalization restriction (25), we find the quadratic
expression H,,; of linear theory as could be expected.

For the other term we take the approximation

z=1]
” L Volddy - f}y [(ax¢o)2 +W2 4+ 0(173)] dx.
2=0 2 2

This approximation is motivated by the Taylor expansion of the poten-
tial near the still water level, together with the uni-directionalization
restriction which relates ¢ to the surface elevation. This explains the
order term, where, here and in the following, we will use the order
symbol to denote the lowest degree of the polynomial in the surface
height and all its derivatives. Imposing the uni-directionalization re-
striction, one gets the cubic terms in an explicit way; the restricted
Hamiltonian which is correct up to and including the third order is
then found to be

H(n) = gf [172 + %11 {(An)2 + (Bn)z}] dx.

Here we have introduced for notational simplicity the symmetric oper-
ator B = 0yA~!. Notice, given the dispersion operator C, the operators
A and B will be expressed via it as

A=Cd/y3, B=,gCL (26)

To implement the same restriction in the action, we use ¢ = ¢o +
Wo + O(31®), which results into

J J pom dxdt = yg JJ | A7ty =y An| o dxat.

Although correct, the expression # Aoy will lead to rather compli-
cated expressions. We will simplify this term by taking the lowest or-
der approximation for ;7 = —,/gAn + O(5), so that

JJ\/g [A_ln -7 Aq] O dxdt = JJ [\/gA_lnam + 81 (A?])Z] dxdt.
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Then we can rewrite the action principle as

At = [ | [ vea tnomds - Hastn) | at, (@7)

where the modified Hamiltonian H,4p contains a term from the origi-
nal action and is given by

1
Hantn) =g [ |2+ 30 {(on?  an?} | ax.
The resulting equation 6.4 45(y) = 0 reads

= ———0H
o = 2[5 AB(17)- (29)
This equation was called the AB-equation in [9] because of the distinct
role of the operators A and B that appear in the full expression of the
equation:

o = —/gA [17 + }1(317)2 + %B(nBﬂ) - }L(Av)z + ;A(UAU)] - (30)

The dispersive properties are clearly present in the four quadratic
terms through the operators A and B. This dispersion applies for all
depths, including the limit for infinite depth. For infinite depth, the
operators are given by their limiting expressions by

A(k) = isign(k)A/|k|, B(k) = /|-

From this it becomes clear that all 4 terms in the AB-equation are
of the same dispersive order. On the other hand, for shallower water,
A(k) ~ ikv/h, B(k) ~ 1/v/h, and the ‘ A-terms’ are negligible compared
to the ‘B-terms”:

O ~ —/8A ['7 + ] (31)

This result is close to the classical KdV-equation, see below.

In all the preceding steps, the total action functional has been ap-
proximated correctly up to and including cubic terms in the wave
height. As a consequence, the AB-equation is second order accurate
in the wave height and applicable both for finite depth dispersion and
for infinite depth dispersion.

The AB-equation is a generalised Hamiltonian dynamical equation,
since the cosymplectic operator A is skew-symmetric. As an immediate
consequence, the total energy is conserved for solutions

dtHap(17) = 0.
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Moreover, since A is space independent, the equation is translation-
invariant. This continuous symmetry corresponds to another conserved
functional, the momentum functional

M= gjn.Bn dx. (32)

This functional is the restriction of the corresponding momentum func-
tional of the exact equations, which is {#.0y¢dx. With this momentum
functional, the AB-equation can also be written in the way of Benjamin
[1] as 06 M(y) = —dx0H(n7); hence solutions have a constant center of
mass velocity.

Approximations. Within the restriction to second order accuracy in
the wave height, the AB-equation is valid for waves of all wavelength
since the operators A, B lead to exact dispersion relation for small
waves. There are many other uni-directional wave equations that are
derived under specific restrictions for the wavelength / depth ratio;
this is the reason that such approximations have only been derived
for finite depths. For finite depth, the non-rational pseudo-differential
operators A, B can be expanded and truncated to a certain order. In
that way, many approximations can be derived from the AB-equation
in a consistent way. One of these is the most famous uni-directional
equation, the one named after Korteweg & de Vries, the classical KdV-
equation . The equation and its standard Hamiltonian structure are

given by
W,

1 h? 1
—co0x0Hgay for Hygy = f (2 2 E((%ﬂ?)z + 4}1773> dx.

6t17

This coincides with the result (31) by taking the approximation . A(k) ~

i kv/h acting on the nonlinear terms, and a next order expansion A(k) ~
ikvh(1 — (hk)?)/6 acting on the linear term. Although such ‘uncon-
trolled” approximations may easily destroy the variational structure,
in this case the final result, the KdV-equation, is a Hamiltonian system
again. See [9] for further examples of consistent approximations that
may be useful in cases of less stringent conditions on wavelength or
amplitude.

2.2.2  Numerical implementation

Here we describe a simple algorithm of the AB-equation simulation,
which uses pseudo-spectral technique. We assume that the Initial Value
Problem has to be solved. For details about the signalling problem, see
Section 2.3.
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The main calculation is done in Fourier space, to which we transfer
the equation (30):

— 1l — 11— 1 —

1
o = —/gA - [’7 + 3B+ 5 BBy = g (An)+ A0 AD) |, G3)

with the hat notation for the spatial Fourier transform. In the Fourier
space operator applications are just inner-product multiplications. How-
ever, from the numerical point of view, some terms here should be cal-
culated in the real space. For instance, for the nonlinear terms like
n - By, it is better to calculate the operator’s application By in the
Fourier space, and then to convert the vector back to the real space
to perform the multiplication # - By. Otherwise, in the Fourier space it
would be a costly convolution operation.

Algorithm for evolution simulation

1. Build up the equidistant grid x;. Discretize the given initial func-
tion 77(x,t = 0) to obtain the vector 7.

2. Transfer this 779 vector to the Fourier space and obtain #. The
size of the grid is equal to the number of Fourier modes in the
calculation.

3. Given the (approximate) dispersion operator C and its symbol
C(k), where k is the wave number, calculate symbols of the op-
erators A and B according to formulae (26). We usually use the
exact (linear) dispersion (22).

4. Start a Runge-Kutta ODE-solver. We normally use ode45 function
in MATLAB.

5. For every fixed time t we have the vector 7, the Fourier trans-
form of the wave elevation function, which is obtained from the
previous step of the ODE solver.

6. Apply operators in Fourier space: A -7 and B - .

7. Convert by the inverse Fourier transform these vectors back to
the real space, in order to calculate the inner products 7 - Ay,
- By, (Ay)? and (By)?.

8. Transfer the obtained vectors to the Fourier space, and apply
again operators A and B to obtain summands A(nAy) and B(yBy).

9. Now sum up all the terms according to (33) and make the last
application of the operator A, to obtain the right hand side of the
equation.

10. Apply aliasing by cutting away short-waves part of the band-
width. Usually two thirds of the wave numbers are forced to be
zero.
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11. Using the equation (33), calculate a new vector * with the Runge-
Kutta algorithm.

12. Repeat from step 5.

As regards the aliasing step, it is done in order to suppress the in-
evitable high-frequency mode generation in the nonlinear model. With-
out this the simulation can blow up.

All the Fourier transforms in the code are performed with the Fast
Fourier Transform (FFT), thus the resulting numerical code shows re-
ally good performance. For the vast majority of applications the whole
calculations can be performed faster than real-time. And the progress
in GPU-computing allows to go even further in the speed optimization
of the numerical code, as the FFT operation is performed exceptionally
quick on modern GPU processors.

2.2.3 Highest Stokes wave test case

Looking for the existence and shape of steady waves was an impor-
tant motivation for research in the nineteenth century (the search for
the ‘wave of elevation’) and continued in the twentieth century. The
main motivation in the 1895 paper of Korteweg and de Vries was to in-
vestigate this existence matter. The existence and explicit formulation
of steady finite energy solutions (later called solitons) and periodic
(cnoidal) waves was their contribution to this issue, providing a pos-
itive answer about existence in the approximation of the one-way di-
rectional KdV-equation. Existence of periodic waves (for the full wave
equation) has been investigated in the twentieth century by many sci-
entists; see for instance Craig et al. [3]. Of relevance for this subsection
are approximations of the periodic wave shapes using expansion meth-
ods (in amplitude, Fourier modes, etc.) as have been derived to a high
degree of accuracy by Rienecker & Fenton [27].

Among the steady periodic solutions, one is exceptional. It occurs
on infinitely deep water, and, while the other profiles are smooth, this
special one, the Highest Stokes Wave (HSW), is a Stokes wave with a
profile that has a corner of 120 degrees in the crest. It was shown re-
cently by Rainey & Longuet-Higgins [26] that in a good approximation,
HSW has the profile of a catenary, i.e. can be written as a hyperbolic
cosine curve in between two successive crests. The appearance of a cor-
nered profile indicates a certain singularity in the governing descrip-
tion, since any non-smoothness in an initial profile will be resolved by
dispersion in regular dispersive nonlinear equations with differential
operators. General Hamiltonian theory about Relative Equilibria (RE)
implies that by looking for extremizers of the Hamiltonian H on level
sets of the momentum M, the extremizers are the profiles of steady
waves, and that the multiplier in the governing equation 6H = udM is
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the speed of that profile. We will use this characterization in the next
subsection to characterize Stokes waves with the AB-model. Since the
AB-equation can also describe waves on infinitely deep water, we will
consider that case and investigate the HSW.

AB-relative equilibria (AB-RE) and the highest stokes wave (HSW).
Below we formulate the RE-problem and calculate the profiles and
speeds. We show that these RE are very close to the set of Rienecker &
Fenton solutions for all values of the momentum until values close to
the HSW value. We will also show how well the HSW is approximated.
All these results confirm that, at least for these steady solutions, the ap-
proximate Hamiltonian and Momentum are rather accurate, providing
relatively simple approximations of these integrals of the full surface
wave problem. The explicit expression may make these integrals also
useful for further advanced functional analytic investigations.

We consider periodic waves of fundamental period 27t and zero aver-
age {ndx = 0. Taking the crest at x = 0mod (277), we look for solutions
of the RE-equation in the form of a truncated Fourier series. With a an
amplitude parameter, we look for solutions as

N
nN = acos(x) + a* lz B cos(kx)] :
k=2

Restricting the Hamiltonian and Momentum to this set, we arrive at
functions Hy and My of p = (a4, B2,..., fn) and the RE-equation be-
comes

VpHN = unVpMn,

which corresponds to the Galerkin projected equation 0H = udM.
Splitting the Hamiltonian in a quadratic and cubic part, Hyg = H?® +

H®) it can be observed that H®) (a cos(kx)) = 0, which implies that the

energy for Fourier expansions as above does not contain terms of third

order Hp(acos x +a’v)/g = %az +0(a%). Also, since SH® (a cos(kx)) =
% ga®cos(2kx), the second order Stokes contribution appears immedi-
ately: 6Hap(acosx)/g = 2acosx + %az cos 2x.

In Fig. 4 we show in the Momentum-Hamiltonian plane the curve
of AB-Relative Equilibria for approximations of Stokes waves with 16
modes; the tangent at a point to this curve is the propagation speed of
the RE at that point. Also shown is the one-term approximation of the
HSW by Rainey & Longuet-Higgins, indicated by a dot; for this solu-
tion ak = 0.36. In Fig. 5 the profile is shown of the AB-RE with the same
momentum as HSW. Besides the one-term approximation by Rainey &
Longuet-Higgins, the 2 and 16 mode AB-relative equilibria are plotted,
together with a zoom-in near the crest. In all these plots, also the re-
sults for the Rienecker & Fenton (RF) solutions with 64 Fourier modes
(dashed line) are shown.
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Figure 4: The left plot shows the Momentum (horizontal) versus the Hamil-
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tonian, with the curve of Relative Equilibria of the AB-equation (16
modes: RE 45(16)). The dot corresponds to the values of the Highest
Stokes Wave (HSW). The curve of the Rienecker & Fenton approxi-
mations with 64 modes (dashed) is hidden but becomes visible when
zooming in as done in the middle plot. In the right plot the speed
is shown as function of momentum for waves with momentum near
the HSW.
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Figure 5: In the left plot the HSW as given by the catenary description, and

for the same value of momentum the Relative Equilibria for the AB-
equation with 2 and 16 modes, and the Rienecker & Fenton wave
with 64 modes are shown. The right plot is a zoom-in near the crest.
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Dynamic simulations. Dynamic simulations have been performed
with a very accurate pseudo-spectral implementation (see the previ-
ous Subsection 2.2.2), for calculations over more than 100 wavelengths.
As expected, all AB-RE travel virtually undisturbed at constant speed
for RE’s approximated with at least 6 modes. Also the HSW-profile
travels for the AB-dynamics with only a small breathing, undisturbed
in shape. The speeds of these solutions are equal: the tops remain in a
small neighbourhood of each other, with small periodic oscillations.

Discussion and conjecture. The results presented above are for Stokes
waves on infinitely deep water, for which no other equation of KdV-
type exists but the AB-model. The profiles as well as the dynamics
with AB provide reliable good results, even for the HSW. For parame-
ter values larger than those for the HSW, the numerical scheme does
not converge anymore; a similar problem is encountered with the RF-
solution technique. This may indicate that such periodic solutions may
not exist for these large parameter values.

The results above lead to the conjecture that HSW is a singular so-
lution, not ‘connected” to smooth periodic steady waves; for the AB-
model this shows itself from the fact that HSW is not on the AB-curve
of RE. The conjecture is supported by the results in [7, 8] for the NLS-
and KdV-equation that maximal crest solutions for prescribed Momen-
tum and Hamiltonian are ‘cornered’ REs, also in a (one-sided) neigh-
bourhood of the RE-curve. A similar analysis for the AB-equation has
not been done yet, but could give more substance to the claim that
HSW is isolated and has just ‘accidentally’ the simple steady dynam-
ics, which means that dispersion does not eliminate the corner as in
other cases.

2.3 INFLUX IN SIGNALLING PROBLEM

When a new wave model is being built, the traditional approach is to
solve the Initial Value Problem first. It can happen that this is enough
for the application range of this particular model. However, very of-
ten applications require to incorporate boundary conditions into the
model. It turns out that introducing robust boundary conditions can
be a non-trivial task.

Singalling problem appears naturally in a number of real life applica-
tions, in particular, for waves simulated in a hydrodynamic laboratory.
A typical one-dimensional laboratory basin layout [29] is shown in Fig-
ure 6. There is a wave flap which generates signal s(f) on the left, and
an artificial beach on the right, which damps the incoming waves. Gen-
erated waves propagate from left to right, forming a wave field #(x, t).
It is a task of a model, given a signal, to predict the wave field inside
the basin.
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Figure 6: A typical one-dimensional laboratory basin layout. The signal s(t) =
n(x = 0,t) is excited by the wave flap on the left, generated waves
propagate to the right, where they are damped by the artificial beach.

It is understandable that in our numerical simulations we need some
means of providing an influx, i.e. to excite waves in some point of the
spatial domain. This is especially challenging in a spectral setting of
the AB-equation, because it does not accept standard types of bound-
ary conditions. The area wave generation described below was first de-
rived for the AB-model. But according to our experience, the described
way of influxing is the best for the VBM, too.

We make use of the linear uni-directional equation

om +iQy =0, (34)

with an operator () defining the dispersion relation w = Q(k), where
w is the angular frequency, k is the wave number, and we use () for
both the operator and its symbol. Waves in this model propagate to
the right, and we will consider only the spatial domain to the right of
the origin: x > 0.

The solution of the equation (34) is

i f’?o ik~ g — J Yo (K@r=wh gy, (35)

where we use notation 7y (k) for the spatial Fourier transform of the
initial profile #(x,t = 0), $(w) for the temporal Fourier transform of
the signal at the origin s(t) = #(x = 0,¢), and K(w) is the inverse of the
dispersion relation function: k = K(w) = Q7! (w). To reduce clutter,
we omit 27r-factors which will cancel out eventually. It follows from
the expression (35) that the initial value and the signal are related as
o(k)dk = §(w)dw, via the group velocity factor V (k) = dw/dk. That is,
changing w to k and using definition of the Fourier transform in (35),

we obtain
(5,0 J J ik = QO (=) v (k) drdk. (36)

This can be interpreted as (different harmonics in) the signal s(7) being
translated (with different phase velocities) from the origin to the point
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x, forming the wave elevation function #(x, t) in that point. It is clear
that in the uni-directional equation (34), where waves are propagating
to the right only, the signal # in the point x will be defined by the
history of the signal s, i.e. by s(7) with T < t. So, for x > 0 we can
change upper boundary of the integral:

n(x,t) = f f )el =R =Dy (k) drdk

Jv(k) ikx f s(1)e =) gy g (37)

Now let us take the forced version of the linear uni-directional equa-
tion with the same dispersion operator:

0y + Q= y(x) - s(t), (38)

where initial profile n(x,t = 0) is zero, signal s(t) is the same as previ-
ously, and (x) is an unknown spatial function. We want to find such
forcing profile y(x) that the source term y(x) - s(t) will excite the same
wave field 7(x, t) as in the previous model (34).

The solution of the inhomogeneous equation (38) is

t ) oot .
n(x, t) = J v(x)s(T)e =D g7 = f’?(k)e’kxf s(T)e PO E=T) grgp.

(39)
Comparing this expression to the formula (37), we observe that 7 (k) =

V (k). Then we immediately arrive at the result, stating that the area
generation function y(x) is the inverse Fourier transform of the group
velocity:

100 = [ Ve, (40)

In every model, where an analytic dispersion relation is calculated,
we can apply the area wave generation by adding the source term
¥(x) - s(t) to the y-equation, where y-function is calculated according
to (40) and depend on the group speed. For instance, in the VBM sys-
tem (15) we add this term to the right hand side of the first equation.
The same is true for the AB-equation (30), but for the pseudo-spectral
implementation (33) we have to transfer the y-function (back) to the
Fourier space.

As in all subsequent chapters we simulate a signalling problem, we
make extensive use of such influxing for both the VBM and the AB-
equation. In the latter case we normally use the exact dispersion rela-
tion. The shapes of y-functions for the exact dispersion (22) and dis-
persion of the VBM with a parabolic profile (see Subsection 3.2.2) are
shown in Figure 7. Notice, both y-functions are infinite in zero, but
unlike the exact y-function, the VBM counterpart has a delta-function
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X
Figure 7: The shapes of -functions for the exact dispersion (dashed) and

dispersion of the VBM with a parabolic profile (solid). The depth
]’10 =1m.
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in the origin. This is due to the non-zero limit of the group speed for
k — oo; see expression (49) in the following Chapter.

For the evaluation of the described embedded boundary condition,
see [4, 28]. More general form of the area wave generation is derived
there as well, which allows, for instance, the point source influxing.

2.4 CONCLUSIONS AND REMARKS

The Variational Boussinesq Model (VBM) is obtained via the Luke’s
action principle, constricting the potential flow to certain families of
functions. Thus, it has decreased dimensionality comparing to the full
problem and other nice properties like conservation of energy. See Sub-
section 2.1.6 and also Chapter 6 for the description of various advan-
tages of the VBM.

Brief introduction into a few variants of the VBM has been presented.
These variants will be extensively exploited throughout the following
chapters. We mentioned several types of the dispersion, which can be
used in the VBM, and postponed the detailed investigation of disper-
sion choice consequences to the next chapters.

We also reviewed the AB-equation, which will serve as the main
instrument of comparison. As the uni-directional AB-model allows to
choose the exact dispersion and also has good nonlinear properties,
this comes in handy when judging about performance of the VBM.

For both models we gave the description of the numerical codes,
being the FEM implementation for the VBM and the pseudo-spectral
code for the AB-equation. Demonstration of the numerical performance
of the latter model was done, using the example of the Highest Stokes
Wave. As all the test cases simulated in the subsequent chapters be-
long to the signalling problem kind, we found it useful to recall the
derivation of the embedded boundary condition we use in a signalling
problem. The derived boundary condition is capable of providing an
influx in any dispersive model. It turns out it requires knowledge of
the analytical dispersion relation of the model.
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OPTIMIZATION OF VBM WITH ONE PROFILE

The Variational Boussinesq Model (VBM) for waves above a layer of
ideal fluid conserves mass, momentum, energy, and has decreased
dimensionality compared to the full problem. It is derived from the
Hamiltonian formulation via an approximation of the kinetic energy,
and can provide approximate dispersion characteristics. Having in
mind a signalling problem, we search for optimal dispersive proper-
ties of the 1-D linear model over flat bottom and, using finite ele-
ment and (pseudo-) spectral numerical codes, investigate its quality.
For the optimization we restrict to the class of potentials with hyper-
bolic vertical profiles that are parametrized by the wavenumber. The
optimal wavenumber is obtained by minimizing the kinetic energy for
the given signal and produces good results for two realistic test cases.
Besides this kinetic energy principle we also consider various ad-hoc
least square type of minimization problems for the error of the phase
or group velocity. The test cases are two examples of focussing wave
groups with broad spectra for which accurate experimental data are
available from MARIN hydrodynamic laboratory. To determine the
quality of an ‘optimized” wavenumber for the governing dynamics, we
use accurate numerical simulations with the AB-equation to compare
with VBM calculations for the whole range of possible wavenumbers.
The comparison includes the errors in the signal at the focussing po-
sition, as well as the integrated errors of maximal and minimal wave
heights along a spatial and temporal interval that is symmetric around
the focussing event.
This chapter comprise the contents of the technical report [8].

3.1 INTRODUCTION

The Variational Boussinesq Model (VBM) is based on the fact that the
surface wave evolution can be described as an infinite dimensional
Hamiltonian system. The canonical variables are the surface elevation
1 and the fluid potential ¢ at the free surface. The Hamiltonian is the
total energy, of which the kinetic energy is given by

m 1 5
Kig = || 5Vl az (41)
where the fluid potential ® satisfies the Laplace equation in the interior,

the impermeability condition at the bottom z = —h and the prescribed
value ® = ¢ at the free surface z = 7. Here we use notation K for

37



38

OPTIMIZATION OF VBM WITH ONE PROFILE

the kinetic energy functional, different than previously (in expression
(3) where we used K for the kinetic energy density). In this chapter
we consider the bottom to be flat; the case of varying bottom will be
dealt with in Chapter 5. This potential ® has the extremal property
that it minimizes the kinetic energy over all potentials that satisfy the
prescribed surface value ¢. This minimization property of the kinetic
energy will be exploited further on in an essential way to obtain the
best dispersive properties.

Since the Laplace problem cannot be solved explicitly for nontrivial
1, the kinetic energy has to be approximated to make the model useful
for numerical simulations.

In this chapter, just as in [5, 6, 7], we choose to take the approxima-
tion that follows by writing ® as a one-term perturbation of the surface
potential:

®(x,2) =¢ () +F(2)p(x), (42)
requiring F(y) = 0 along with the bottom impermeability condition.
The vertical profile function F has to be chosen in advance, and the
function ¥ at the free surface becomes an additional variable for which
an additional elliptic equation has to be solved together with # and ¢.

The dispersion relation of the resulting dynamical system depends
(strongly) on the choice of the function F. The choice F = 0 leads to
the shallow water equations (SWE) with no dispersion. From linear
theory, the fluid potential of a small amplitude harmonic wave with
wave number x can be exactly represented by the choice

coshx(z + h)

F(Z) = m -1 (43)

But for non-harmonic waves, or when nonlinearity is essential, the
form (43) can at best be approximative.

In this chapter we address the question for which choice of F one
gets the best dispersive properties. We restrict to the linearized equa-
tions, and consider the signaling problem for wave fields in 1D with
broad-band spectra. We will keep the form (43) as Ansatz, but allow
the value of « to be chosen in an optimal way. Intuitively, the optimal
x will be some averaged wave number, the value of which will depend
on properties of the wave field, in particular on the initial profile or
the initial signal.

Since the dispersion relation related to the choice of F in (43) will
depend on «, it is natural to choose x in such a way that the difference
with the exact dispersion relation, given by

w = Oy (k) = sign(k) - \/gk tanh kh, (44)

is as small as possible for relevant wave numbers. But it is not obvious
which norm to choose for measuring the difference. Moreover, it is
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not simple to know what the effect is of differences in the dispersion
relation on the behaviour of the wavefields.

In the following we will show that a natural choice for « is obtained
by minimizing the kinetic energy for the given initial time signal. This
optimization is well-founded by the minimality property of the kinetic
energy. Nevertheless we will also consider some ad-hoc least square
formulations. These are of the form of minimizing the phase speed
error or the group speed error in the Ly-norm, weighted with the initial
spectrum. It will be shown that these optimal values give almost the
same optimization result for the two test cases considered here.

The two test cases are focussing wave groups that have been gener-
ated and measured at MARIN hydrodynamic laboratory, Wageningen,
the Netherlands. Instead of the MARIN numbering 109001 and 101013,
we will refer to these cases as the mild and the strong focussing group,
denoted by mFG and sFG respectively.

In order to qualify the VBM results, we compare the evolutions with
simulations using the linear version of the AB-equation [2, 3]. These
AB-simulations have exact dispersive effects, and turn out to be very
accurate when compared to the point measurements of MARIN. With
these accurate simulations, we compare the VBM calculations. We com-
pare the time signal at the focussing point, but also the whole spatial
evolution of the focussing and de-focussing behaviour as represented
by the maximal and minimal temporal amplitudes. It will turn out
that in all cases the optimal x is far away from the peak-wave number,
which could have been a first guess for an optimum.

The outline of the chapter is as follows. In Section 3.2 we present
the dynamic equations, and investigate the dispersion relation in its
dependence on . In particular, we show that for each x, all sufficiently
short waves have the same, finite propagation speed; this erroneous
behaviour is an inevitable consequence of the fact that we represent
the fluid potential as in (42).

In Section 3.3 we derive the kinetic energy optimization principle
to calculate the optimal x-value. In addition, we propose various op-
timization criteria which could be used as well. In Section 3.4 we de-
scribe the two test cases of focussing wave groups and show that the
simulations with the linear and non-linear AB-equation are very close
to the MARIN experiments. In Section 3.5 we calculate the optimal
x-values according to the previously proposed optimization criteria,
and we present the comparison between the optimal VBM calculations
and the AB-simulations. In Section 3.6 we provide some remarks and
conclusions.

It should be remarked that the analysis in this chapter is concen-
trated on the errors caused by the modelling process, and not on nu-
merical accuracy errors. The numerical simulations are performed for
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the exact dispersion with a spectral code; for the VBM simulation we
used a FE-implementation with sufficiently fine grid.

3.2 THE VBM DISPERSION RELATIONS

As written in the introduction, every Variational Boussinesq model is
obtained via approximation of the kinetic energy. We accomplish this
by approximating the fluid potential ® by the expression (42). Since we
are studying the dispersive properties in this thesis, we will restrict to
linearized equations. This is obtained by replacing in (41) the vertical
integration interval till the still water level 0 instead of till the surface
elevation #, and putting # = 0 in (43).

The kinetic energy is then given by

K ~ % J [1(0:9)% + a(0x9)? + Y9 + 2B0xpdxp]dx (45)

with integral coefficients &, f and < that are given by

0 0 0
Q= J F*dz, B= J Fdz, = J (F')2dz. (46)
—h —h —h

Based on Luke’s variational principle [4, 9] (see also [1, 12, 13]), vari-
ations of the following Lagrangian should be equal to zero.

oL = (5J(J ¢pomdx — K —P)dt =0,

where P = % § gn?dx is the potential energy.

Variations of the Lagrangian with respect to ¢, # and ¥ give the
following system of PDEs, which we call the Linear Variational Boussi-
nesq Model,

o = —hop — Bozy
Orp = —gn (47)
—ad2p + yp = Po2g.

The coefficients &, f and v depend on the approximation of the ver-
tical potential profile F of the model. For a parabolic approximation
of the profile F, taken in [5] and [6], they depend only on depth. For
the cosine hyperbolic approximation, on which we concentrate in this
chapter, the coefficients depend also on the wave number «; the value
of this parameter will shortly be determined in an optimal way.
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3.2.1  VBM dispersion relation

We obtain an analytic expression for the dispersion of the system (47):
we look for harmonic profiles with frequency w(k) depending on the
wave number k:

n= aei(kxfwt) ¢ = bei(kxfwt) P = Cei(kxfwt)'
Substituting these profiles into the system (47), we obtain a matrix
equation in a form L - (a,b, c)T = 0, for which non-trivial solutions

exist only when det L = 0. This gives the dispersion relation is given
through the phase velocity Cygy = w/k, by

e B
Cvpm = coy[1 -7 'y+ock2' (48)

where ¢y = 4/gh. Unlike the exact phase speed, this approximation has
the nonzero limit for short waves

. NS
1 k) =

Jim Cypwm (k) = co\[1— 7 (49)
Indeed, this limit is real and nonzero as a consequence of the fact that
B? < ah because of Cauchy-Schwarz inequality:

0 0 0
(J F-1dz)* < f F2dz J 1dz,
—h —h —h

while equality in this expression is only possible for trivial functions
F.

The limit for long waves is, as it should be, ¢ = 4/gh. The Taylor
expansion around k = 0 yields

QVBM%COk[ 7ﬁ7k +(

06/32 :B4 )k47

2hy 212 8h2y2

EF B B e o). (50)

M3 w2p 16l

It should be noticed that these expressions are valid for a Variational
Boussinesq Model with any vertical potential approximation F(z) in
(42), although the integral coefficients (46) will depend on model pa-
rameters, e.g. the wave number « as appears in the cosh-approximation
(43)-

Fig. 8 shows normalized plots of the phase and group speed for the
parabolic and the cosine hyperbolic models; for comparison, also the
plot of the exact phase and group speed is given, where the group
speed is expressed by V = dk
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Figure 8: The phase speed (upper curves) and the group speed (lower curves)
for different models: the shallow water equation (dotted black), the
exact dispersion (thick solid green), the parabolic approximation
(dashed red), the cosine hyperbolic approximation with x = 5.73
(thin blue solid).
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3.2.2  Parabolic Approximation

The parabolic approximation for the function F has been extensively
discussed by Klopman e.a. [5, 6]; we will briefly recall the results. The
function F in (42) is taken to be
A+1)E 4 A%
Fz)=(A+ 1)ﬁ + A (51)
We set A = 1 because of the bottom impermeability condition F/(—h) =

0. The surface condition F(0) = 0 is satisfied as well, and additionally,
we can normalize the function so that F(—h) = —1. Then the coeffi-
cients are given by

8 2 4

_ %y __%y _ =,
w=qgh B=—3Mh 1=3

After substitution of «, § and 7 from these formulae in expression
(48), one gets the expression by Klopman e.a. [5, 6] (compare to the
appropriate expressions in [10, 11]):

(52)

= -

w’h 1+ 1= (kh)?

— 2,
B + £ (kh)?

The phase speed w/k by this formula has the limit /gh/6 for k — .
Comparing the Taylor expansion around k = 0

parab B 1 E 193 6 8
O ~ cok [1 2 (kh)? 4 s (k) — s (k) + O((k)%) | (53)

to the Taylor expansion of the exact dispersion relation (44)

Oy ~ cok [1 _ %(kh) + 2 eyt -

3665t~ 507 K0+ O(P)|, (5

3024

one can conclude that the dispersion of the VBM equations is correct
up to and including the 5-th order for long waves.

3.2.3 Hyperbolic Cosine Approximation

According to the linear theory for small-amplitude gravity driven waves
on a layer of ideal fluid, the expression (43) leads to the correct fluid
potential for harmonic waves with wave number «.

The surface condition F(0) = 0 is satisfied along with the bottom
impermeability condition F/(—h) = 0. The integral coefficients «,
and 1y in (46) are:

a(x) = tanh Kh + 2 coshz +h,
Blx ) ¢ tanh wh =1, (55)
y(K) =% tanh xh — h

2 coshZxh”
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The Taylor expansion of these coefficients around x = 0 gives

a(x) = hlf5(kh)* — 555 (kh)° + O((xh)®)],
Bi) = h[—3(ch)® + 5 (ch)* — 575 (kh)® + O((xh)®],
() = G(kh)* = {5 (kh)® + O((kh)®].
Substituting the coefficient values (55) into the phase and group
speed expressions, we observe that whatever the value of « is, the

dispersion relation is exact in k = « for both the phase speed and the
group speed:

CK(k> = Cex(k) |k:K/

VK(k) = Vex(k) ‘k:x-

Remark. We observe from Fig. 8 that it seems that C;c > Cey: the ap-
proximate phase velocity is for each wavenumber larger than or equal
to the exact phase speed. This is actually true for any approximate
VBM and is a direct consequence of the minimization property of the
(quadratic) kinetic energy, mentioned in the introduction. Indeed, the
kinetic energy can be written for any linear dispersive wave equation
as

K(¢) = 21g JuCZudx with u = 0x¢,

where C is the phase velocity. For the exact dispersion with C,x and an
approximate VBM model, such as Cy in the hyperbolic approximation,
we have

_ 1 2 1 2
K(¢) = (D:gl;tnzzo 5 JJ|V<I>| dzdx = 22 JuCexudx

1 2 _ 1 2
< 5 JJ|V‘I’VBM,K| dzdx = 22 JuCKudx.

Since this holds for each ¢ (each u) we conclude that C2, < C2 for each
. For the hyperbolic profile we have

Cex (k) = Cx (x), and Cex (k) < Ci (k) for k # 0, k.

3.3 OPTIMIZATION CRITERIA

As stated above, it is not clear in advance how to choose an optimal
value of x. To illustrate the problem, in Fig. 9 we present the power
spectrum S (w) of a time signal of the wave at one position for the two
test cases that we will consider in the next section.

In the same figure we plotted the graph of the phase velocity C; (w);
here we used the subscript t to indicate that we consider the phase
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velocity as a function of frequency. Hence, for given dispersion relation
w = Q) (k), we consider the inverse k = K (w) and define C; as

When using the exact dispersion relation w = Q. (k), we will specify
this by writing C; .. The same figure shows a plot of the group velocity
Vi (w), where again the subscript f indicates that we take the group
velocity as a function of frequency. It is defined as V;(w) = V (K (w)).

When using the VBM-hyperbolic profile, we have to transfer a choice
for x to the frequency domain. Since the exact and the VBM-hyperbolic
dispersion relation coincide at x, Qey (x) = Q (x), the transformation
is independent of this choice, and we find a unique value v = Qg (x) =
Q) (x) corresponding to x. Therefore we will write C;, to denote the
VBM-phase speed as function of the frequency:

Cry (W) = KL(W) with v = Qy (x).

The difference between the two phase speeds is denoted by AC;,
ACt,v ((,LJ) = Ct,l/ ((,U) — Ct,gx ((U) .

Since the derivatives of the exact dispersion relation ()., (k) and the
hyperbolic one coincide in the point x, the group speed error

AViy ((U) =Viy (CU) — Viex (w)

is also zero for w = v. It turns out that there is another zero value, and
the frequency for which the group speeds are the same is quite close

to the peak frequency of the shown spectra (for the chosen value of v).

In the figure we also plot the error for the phase and group velocity
as function of v. Actually, the specific value of v is not relevant for the
present reasoning; the chosen values are actually the optimal choices
according to the kinetic energy minimization to be defined below.

This figure illustrates the problem how to choose an optimal value v.
Intuitively, we would like the approximate velocity to be accurate, i.e.

small AC or small AV, where the spectrum is large, but for applications

with a broad spectrum as in this example, the best value is not obvious.

Besides that, the problem is made even more intricate because we have
only very limited intuition what the effect of changes in phase or group
speed is on the actual evolution of the waves.

The error AV is much larger than AC in the tail of the spectrum close
to w = 10: the error AV is comparable to the actual value, while the
error AC is approximately 20 % near w = 10. Since AV vanishes also in
a point close to the peak frequency, we observe that an optimal v-value
gives a group speed curve that has minimal error over a rather large

45



46 OPTIMIZATION OF VBM WITH ONE PROFILE

Figure 9: The broad-band signal spectrum (with convenient normalization,
green, dashed) is shown as function of frequency for the two MARIN
test cases to be studied below: at the left for the mFG and at the right
for the sFG. In the upper plots the exact phase velocity and in the
lower plots the exact group speed are given (blue, solid). For both
the error between the exact dispersion and the VBM for some (opti-
mal) value of v is given (red, solid).
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frequency range, but the error increases much faster than the error in
phase speed for higher frequencies.

In this chapter we first investigate in Subsection 3.3.1 some ad-hoc,
but reasonable optimization criteria. Then we will use the criterion of
kinetic energy minimization in Subsection 3.3.2. These optimization
criteria will be used in the next section to determine the quality of the
resulting dynamics, and to verify that the kinetic energy minimizer is
the best choice.

3.3.1  Weighted least square formulations

In this subsection we will consider several ad-hoc least square formu-
lations, each of which aims to reduce the velocity error over the whole
relevant frequency interval. The methods can be formulated as a tem-
poral optimization problem

Err, = J AW, (@) pr () deo — min (56)

or a spatial optimization problem

Erre := f\AwK (k)% ps (k) dk — min, (57)

where p; and p; denote temporal and spatial weight functions to be
chosen. AW is the difference of the velocity W in the VBM model and
the exact velocity: AW = Wypp; — Wy, where for W we will consider
the phase or the group velocity. Be warned that we use rather sloppy,
but efficient, notation: AW, (w) = AWy (k) for w = Q (k) and v = QO (x).
Also note that pt(w)dw = p¢(Qx(k))Vic(k)dk so that the formulations
are closely related, but that if p; = ps formulations differ by the group
velocity. Different cases arise by making different specific choices for
the velocity and for the weight functions. In principle also the integra-
tion boundaries can be chosen, but for the confined — yet broad-band
— examples we will consider, it is most appropriate to take the integra-
tion over the total real line, which we will do in the following.

We will consider two choices for the speed: the phase velocity C and
the group velocity V. As weight function we will take the power spec-
trum of (the influx of) the wave field under consideration. This leads
us to four possible criteria, for W = C (the phase velocity) or W = V
(the group velocity), in the expressions Err, = {|AW, (W) S (w) dw
or Erre = [|AW (k)|2 S (k) dk. Observe that for given S(w) we have
S(k) = S(Qvypum(k)). Hence, the difference between the formulations
is the additional group velocity from the transformation dw = Vidk.
For these four ad-hoc optimization criteria we will determine the min-
imizer for the two test cases in the next section.
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3.3.2  Kinetic energy optimization criteria

The exact kinetic energy for linear equations with dispersion relation
w = Q(k) can be written like

1 ~2
K— 4gnf|n¢ dk.

A basic ingredient of the VBM is that the kinetic energy (41) is min-
imized for all fluid potentials ® that satisfy ® = ¢ at the surface. We
will look for the restricted minimization on the set of potentials given
by (42) with F given by (43) where we minimize with respect to the
parameter x. To make this operational for the case of a signalling prob-
lem, we have to translate the uni-directional influx of a given initial
signal 7g(t) to the corresponding kinetic energy. This is achieved in
two steps.

First, we recall the dynamic equation 0;¢ = —g#; besides that, we
realize that a uni-directional influx will lead to an initial evolution
given by 0;p = —iQ)¢. Combining these two expressions, we get for
the spatial Fourier transform of the initial surface potential 435:

Qk)o (k) = gifo(k)

with 7y the spatial Fourier transform of the initial profile 7y(x). The
kinetic energy now becomes

- & |
K= 5 [ o

In a second step we relate the spatial Fourier transform of 7 to the
temporal Fourier transformation 7y(w) of the wave elevation #y(t) at
x = 0. Realizing that for uni-directional propagation it holds that

x t) fﬂ i(kx—Q(k dk Jﬂo K(w)x—wt)dw’

and that dw = V(k)dk, we get from 7jp(w)dw = 1jo(k)dk that

7o(w)V(K(w)) = 7o(K(w)).

Substituted in the last expression for the kinetic energy we get

k=5 [li@Pvi@do = § [ s

where we simply write V(w) = V(K(w)) and S(w) = %}Q*(“}) for
the power spectrum.

In the case of the VBM the dispersion relation depends on x, (2 = (),
and correspondingly V(w) = V,(w) with v = QO (x). Hence for a given
power spectrum the minimization problem becomes
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K, = § [ S@Vif@)dw — min (9)

This is the minimization problem we will consider as the ‘natural” way
to find the optimal parameter v and the related «.

Observe that for the exact dispersion relation we would obtain the
lowest minimal value, so that (58) provides the same optimal value as

Ky~ Koo =S fS(w)[Vv(w) Ve (@)l — min (59)

In Section 3.5 we will conclude that this optimization criterion leads
to acceptable results for the two test cases to be considered.

3.4 TEST CASES

We consider two cases of focussing wave groups. We describe in this
section the main characteristics of the initial signal and spectrum, con-
sider the evolution with the accurate AB-equation for non-linear and
linear evolutions and compare these with the measurement at the fo-
cussing point. We will use these numerical simulations in Section 3.5
to be able to quantify the quality of the optimized VBM-model.

3.4.1  Focussing wave groups

Both cases are examples of constructed waves that were designed for
use at MARIN, the Maritime Hydrodynamic Laboratory Netherlands,
to generate high waves in a long wave tank. The design is to exploit
dispersive focussing: short period, small amplitude waves are gener-
ated at a waveflap, followed by successively larger and longer period
waves. The design is such that the longer, i.e. faster, waves catch up
with the slower shorter waves at a predetermined position in the tank.
This dispersive focussing requires a broad spectrum, and the different
speeds of the different frequency components determine the focussing
process in a critical way. Hence, the behaviour will be most sensitive
for perturbation in the phase speeds, which is why we choose these
examples.

For these cases real laboratory measurements in a wavetank with
depth of 1 m are available: the time signal at a waveflap x = Xy =
0 m and near the focussing point at x = X; = 20.8 m for one case
(MARIN test case #109001). And for another case (MARIN test case
#101013) the surface elevation at x = X, = 10 m from the waveflap
and at the (designed) focussing point x = 50 m. The first case will
be called the Mildly Focussing Group (mFG) in the following, since
the maximal waveheight at the focussing position is rather mild. The
other case, the Strong Focussing Group (sFG), is more extreme: just
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Figure 10: Focussing wave group signals and their temporal power spectra at
Xo = 0, mFG at the left and sFG at the right. Both signals have
quite broad spectra, but sFG is more extreme than mFG; for sFG just
downstream of the focussing point some breaking (white capping)
was observed.

downstream of the focussing point some breaking (white capping) was
observed. For the latter case of sFG we shift in our numerical model
the starting position to the position x = Xp = 0 m and accordingly the
measurement position to x = X; = 40 m.

In Fig. 10, we present for each case the time signal at X, together
with the power spectrum. Observe that the spectra (which were used
in the preceding Fig. 8), are rather broad, and that sFG contains many
more waves.

3.4.2 Accurate simulation of the focussing process

The MARIN measurement of the elevation at X is the only available in-
formation downstream of Xj. This gives only little information, which
is why we performed additional numerical calculations. Another rea-
son is that the experimental data include nonlinear effects, while we
are here especially interested in the linear dispersive properties.
Therefore we performed calculations with a very accurate and effi-
cient model for uni-directional waves, i.e. the AB-equation derived by
Van Groesen & Andonowati ([2], see [3] for numerical results). The
results with the linear version of this code — which uses the exact dis-
persion — will be used to compare with VBM calculations in the next
section for various v-values. The remainder of this section is to justify
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Figure 11: At the left for mFG and at the right for sFG are shown in the upper
pane the time signals at the focussing point (respectively X; = 20.8
and 40 m) of the measurement and of the nonlinear AB simulation.
In the lower pane MCH, MTD and the maximal wave elevation are
shown as calculated by the nonlinear AB-equation.

that we can take the linear AB-simulations as sufficiently accurate re-
sults to be valid as ‘exact’ results for the comparison with the VBM
calculations.

First, we show the result of a nonlinear evolution with a pseudo-
spectral implementation of the AB-equation, downstream from the
measured elevation signal at X.

In Fig. 11 we show at Xj the calculated signals and the measured sig-
nal. These results show that the simulations are remarkably accurate,
even for the extreme case of sFG. In measurements and simulations
the spectrum changes during the evolution due to nonlinear effects. In
fact, detailed analysis of the simulations show that especially for sFG,
long- and short-wave generation takes place very close to the focussing
point. Since this chapter deals with the linear VBM, we also consider
linear evolutions of the initial signals which is simply the evolution
according to the exact dispersion, and can be done with the linearized
AB-equation.

Remarkably, also for these linear simulations the wave signals at X;
are quite similar to measurements, albeit the amplitude is somewhat
less, despite the fact that nonlinear effects do play a role in these test
cases.

The numerical simulations — different from the available measure-
ments — also provide information at any point in between X, and
Xj. To get condensed information of that evolution, we will consider
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Figure 12: Similar to Fig. 11, now the AB-linear model is used. For these cases
of focussing wave groups we observe that the linear simulations
give results quite close to the real measurements.

the maximal temporal amplitudes: the Maximal Crest Height (MCH)
and the Minimal Trough Depth (MTD) at each position; the results are
shown in Fig. 11 and Fig. 12, and we will use these to compare the
MTA calculated with VBM in the next section.

3.5 OPTIMIZED VBM SIMULATIONS

In this section we will first determine the optimal parameter values
according to the five optimization methods discussed in Section 3.3
for both focussing wave groups. We performed numerical simulations
using these optimal values in a Finite Element implementation of VBM.
In Subsection 3.5.2 we present the results of the VBM calculated time
signals at the focussing points for the optimal values. In Section 3.5.3
we provide the results when looking at the downstream evolution as
measured by the MTA’s. For both test cases the kinetic energy (KE)
optimized value performed best.

3.5.1 Calculation of optimal values

Using the initial power spectra of the two wave groups we show in Fig.
13 the plots of the four least square errors defined in Subsection 3.3.1
and the values of the kinetic energy error as a function of the parameter
v. The lowest point of each of these curves provides the optimal value
for the corresponding optimization criterion. These optimal values are
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Figure 13: At the left for mFG and at the right for sFG are shown plots of the
errors as functions of v for the four functionals of Subsection 3.3.1
and one of Subsection 3.3.2. The v-value at the lowest point of each
curve provides the optimal value for that optimization criterion.

assembled in Table 1. Observe that the KE-optimal value for mFG (v =
5.73) is best approximated by the ad-hoc optimization for spatial phase
speed norm (v = 5.68), while for sFG the KE-optimal value (v = 5.65)
is closest to the temporal group speed norm (v = 5.70).

W weight v (x) optimal
mFG sFG

K 573 (3.36)  5.65 (3-26)

C S(w)dw 5.39(2.98) 5.11(2.69)

C S(k)dk 5.68 (3.30) 5.36(2.94)

V. S(w)dw  6.04(3.73) 570 (3.32)

V  S(k)dk  6.40(4.17) 5.98 (3.65)

Table 1: The first row with numerical values provides for mFG and sFG the
optimal values v (and « in parentheses) according to the kinetic energy
optimization. The next rows give the optimal values for for the four
ad-hoc error-minimization norms of Subsection 3.3.1

3.5.2 Signal at focussing point

We used a Finite Element implementation of the optimized VBM to
calculate the time signal at the focussing point, with the optimal values
obtained from the kinetic energy optimization, as given in Table 1. The
result is shown for both test cases in Fig. 14, upper row. To compare
the results, we also depicted in the same plot the signal as calculated
with the linear exact dispersion code mentioned in Section 3.4. It can
be observed that the main wave is relatively well represented for both
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Figure 14: The mFG test case is shown to the left, the sFG test case at the
right. Above are the temporal signals at the focussing point X;, and
below are the MCH, MTD and maximal amplitude wave elevations,
simulated with the VBM-code for the optimal v-value according to
the KE-optimization, and compared to the exact dispersive linear
simulation at the focussing time.

cases, but that certain frequency components disturb the signal before
and after the time of focussing.

In order to compare the sensitivity of the result for any value of v,
we calculated for each v in the interval from v = 0 till v = 10 the signal
error at the position Xj

ASq(t) = ‘UV(Xl/t) - Wex(Xlrt”r (60)

and the Ly-norm of the difference of the VBM signal with the ‘exact’
signal, over the time interval that includes the dispersive focussing and
defocusssing, i.e. from ty = 40 s till ; = 50 s for mFG and from fy = 89
s till t; = 99 s for sFG:

t
18811 = [l %0,8) — 0, P, 61
0

The results are shown in Fig. 15 and Fig. 16; it should be remarked
that enlarging the integration span does not affect much the calculated
results. The minimal value of this curve is at v = 5.09 and v = 4.97
for mFG and sFG respectively. Referring to Table 1, these values are
somewhat smaller than the optimal v-value, obtained from the KE-
optimization criterion. The use of this norm to measure the error is,
however, somewhat dubious, since a small phase error, as is clearly
visible in Fig. 14, contributes largely to this error.
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1as,01

Figure 15: Density plots of the signal error (60) at X; for the mFG test case
are shown in the top pane (at the right a zoom-in): the differ-
ence between signals of the exact dispersive simulations and VBM-
hyperbolic simulations, as functions of v, t. The solid horizontal line
correspond to the the KE-optimal v-value, the dashed lines show the
ad-hoc optimal v-values. A side view of the surface is shown below
at the left and the Ly-error (61) is shown below at the right.
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Figure 16: Similar to Fig. 15, but now for the sFG test case.

3.5.3 Maximal wave heights comparisons

In Fig. 14, second row, we show the spatial wave profile at the time
of focussing as calculated with the KE-optimal VBM and for compar-
ison, the “exact’ fully dispersive wave profile. Understandably, the ad-
ditional oscillations in the VBM time signal in the first row, also have
effects on this spatial profile. In the spatial plots we also show the
curves of Maximal Crest Height (MCH) and Minimal Trough Depth
(MTD) for each simulation. These maximal temporal amplitudes give
a condensed indication of the downstream running wave process.

Therefore, we considered the difference of the exact calculation with
the VBM simulations for all values of the parameter v. The results
are shown in Fig. 17 for mFG and in Fig. 18 for sFG. The density
plots do not give much interpretable information, but the plots on
the lowest row provide a precise value for v for which the maximal
error over the whole running down area is as small as possible. These
values are given in Table 2 along with other optimal values of the
parameter v (or corresponding ), calculated as minima of Ly-norms
of the appropriate errors. The integration for the MTA’s differences is
done in the symmetric interval around X;: for mFG x € [11,31] and for
SFG x € [30,50]; enlarging the integration span does not affect much
the results.
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difference optimal v (x)
mFG sFG

maxy AMCH,(x) 5.90(3.55) 5.82(3.46)
maxy AMTD,(x) 6.18(3.89) 5.63(3.24)
[AMCH,(x)|[ 583 (3.47) 541 (3.00)
I[AMTDy(x)[|  5.81(3.45) 5.42 (3.01)
||ASq]| 5.02 (2.60)  4.87 (2.45)
KE-optimization 5.73 (3.36) 5.65 (3.26)

Table 2: Optimal values for mFG and sFG cases, calculated according to the dif-
ference between exact dispersion and VBM simulations. The first two
rows show the values v for which the maximal error over the whole
running area is as small as possible. The next two rows represent L,-
errors of the difference of the MCH and MTD. Then the Ly-error of
a signal is provided (see the previous subsection), and the last row
shows the optimal values according to the kinetic energy optimiza-
tion.

We see that the best value for MCH for mFG is given by v = 5.83,
which is close to the KE-optimum v = 5.73; the best value for MTD-
error is almost the same as this KE-optimum as well. For sFG the best
values of v are now more pronounced, given by v = 5.41 for MCH and
by v = 5.42 for MTD, both quite close to the KE-optimum value.

In Fig. 19 we plot the curves of the L,-norm of the MTA-differences.
The same figure presents the plots of the maximal crest height "posi-
tioning error’, i.e. |X[¥ — XM"¥| where these x-values correspond to
places in a domain, where the wave of maximal amplitude is obtained;
similar for the minimal trough depth. Observe that the proposed KE-
optimal choice of the parameter v, the first in Table 1, is very close to
the errors’” minima.

36 CONCLUSIONS AND REMARKS

The freedom in the Variational Boussinesq Model (VBM) to choose the
vertical profile of the fluid potential was exploited in this chapter by
determining the optimal parameter value in a parameterized class of
profiles. This parameter is an effective wave number, the potential pro-
file of which is taken as an approximation of the potential profile of all
other waves with different wave numbers. The optimal parameter was
found from an interesting minimum kinetic energy principle that de-
pends on properties of the influxed signal (or of an initial wave profile).
Hence, in contrast with most other wave models, optimal dispersive
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Figure 17: Density plots of A-MCH (first row) and A-MTD (second row) for the
mFG case: the differences between the exact dispersive simulations
and VBM-hyperbolic simulations, as functions of v, x. The solid hor-
izontal line correspond to the KE-optimal v-value, the dashed lines
show the ad-hoc optimal v-values. Two side views of the surfaces
are shown in the third row: A-MCH to the left and A-MTD to the
right.
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Figure 19: Calculated errors for mFG at the left and sFG at the right. The
difference is given between the VBM-hyperbolic simulations with
varying parameter v and the exact dispersive code. The Ly-errors
[|[MTA, — MTA.x|| are shown above, and the maximum'’s position-
ing errors |XJ"* — X71*¥| are shown below. The solid vertical line

correspond to the the KE-optimal v-value.
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properties are determined before the model is used for simulating the
evolution.

The quality of this optimal dispersion can be seen in Fig. 9 from
the errors in phase and group velocity at all frequencies of the spectra.
A good simulation of the focusing process requires all participating
waves to evolve accurately. The result of the optimal performance is
shown in Fig. 14. In both considered cases the spatial and temporal
positioning of the maximal (focused) wave is rather accurate. The am-
plitudes of the maximal waves are too small, around 20 % and 15 % for
the mild and strong case respectively, but the wave shape is well sim-
ulated. Some additional oscillations are noticeable which result from
errors in the higher frequencies.

To make such visual observations more quantitative, we showed for
both cases that the optimal parameter choice is close to optimal val-
ues, where error measures are minimal. The measures we used to
judge the quality of the simulation are pointwise and integrated er-
rors over long spatial and temporal intervals that include the essential
deformations before and after focusing. The combined results for these
different errors give support to the conclusion that the optimal wave
number from the kinetic energy principle produces good results. This
implies that if better approximations are desired, the choice of the pa-
rameterized family, provided here by (42) and (43), has to be improved,
for instance by taking a superposition of various (parameterized) pro-
files. This opens up new opportunities for extended optimized VBMs,
where the optimization should use the kinetic energy principle intro-
duced here. This will be the topic of the next chapter.
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When the wave spectrum is very broad, even the performance of the
optimized cosh VBM with one vertical profile can become too poor.
This is not a rare case: for example, for waves having the realistic JoN-
SWAP spectrum the wave length in the spectral tail can become several
times smaller than in the spectral peak (see also Section 7.3). As was
shown in the previous chapter, such short waves can become important
for the appropriate focussing of a wave train, adding up to 15 —20 %
of the wave amplitude.

In this chapter we introduce the VBM with multiple profiles, and
demonstrate that it can achieve excellent linear dispersion. We ob-
tained good results for realistic test cases of focussing wave groups
with broad spectra, compared to data from real-life experiments at
MARIN hydrodynamic laboratory. We show results of comparing VBM
calculations with one and two optimized vertical profiles with experi-
mental data and simulations with other codes.

This chapter comprise the contents of the published article [24].

4.1 INTRODUCTION

In the modeling of surface water waves, Boussinesq-type equations
have the advantage that they reduce the dimensionality of the flow
problem by modelling the effects of the interior flow into a simplified
description with variables in the horizontal plane, the elevation and a
velocity (or potential) type of quantity. Starting from the original paper
by Boussinesq [5], the work in this field concentrated at improving dis-
persive and nonlinear properties of the models, extending them to two
(horizontal) dimensions, variable bathymetry, etc. The development ob-
tained a boost in recent decades for the aim to get reliable numerical
implementations; see [9, 17, 18, 31, 32] for reviews.

The most common ways to derive such Boussinesq equations are
small parameter expansion techniques in the full set of water equa-
tions, using the inverse wavelength and the amplitude as expansion
parameters. The approximation of the interior flow determines the dis-
persion properties of the model. Dispersive properties of Boussinesq-
type systems were studied and improved in many articles. Quite com-
mon is to incorporate Padé-approximants of different orders into the
dispersion relation of a model. For example, Madsen et al. [28, 29] and
Nwogu [35] demonstrate Padé (2,2) dispersion characteristics. Schif-
fer & Madsen [39] obtained dispersion accurate up to kh ~ 6; Mad-
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sen & Schiffer [30] and Zou [45] used Padé approximation (4,4) and
Lynett & Liu [27] Padé (2N, 2N).

A somewhat different way to derive Boussinesq equations is to use
the variational structure of the surface water problem. Luke [26] for-
mulated a pressure principle for the complete water problem. This
variational principle can be transformed to an action principle see e.g.
[11], leading to a set of Hamilton equations that describe the dynam-
ics directly in surface variables as canonical variables (elevation and
fluid potential). The Hamilton equations were discovered (in a differ-
ent way) by Zakharov [42]; see [37, 38, 43] for reviews. Although the
basic abstract formulation does not need any approximation, to be-
come applicable the kinetic energy functional in the Hamiltonian has
to be expressed explicitly in the surface variables. And this requires
an approximation of the Laplace problem for the interior flow. The
difference with the expansion methods mentioned above is that by
approximating the Hamiltonian, the approximate equations retain the
Hamiltonian character, with conservation properties as consequence:
energy conservation from time invariance and momentum conserva-
tion from translation invariance above flat bottom. This methodology
has been followed in various ways. One way is to approximate the
Dirichlet-to-Neumann (DtN) operator that appears in the kinetic en-
ergy, as done by Craig & Sulem [8], see also [3, 41], using a convergent
Taylor approximation of the DtN operator.

Different from this, Van Groesen & Andonowati [12] used the sur-
face elevation and the potential at the still water level as primary vari-
ables. The Hamiltonian structure is retained by performing this (non-
canonical) transformation in Luke’s action principle. Then the DtN
operator is explicit, and approximations of the Hamiltonian were de-
rived using Taylor expansions around the still water level for which
the Hamiltonian is exactly known when the bottom is flat. Using spec-
tral methods, the pseudo-differential operators can be handled as mul-
tiplications in Fourier space, and dispersive properties are exact for
infinitesimal waves of any wavelength. For varying bottom, the quasi-
homogeneous approach is applied to operators in the Hamiltonian,
which leads to consistent symmetries for operators in the resulting
Hamiltonian equations, which would not be the case if this procedure
is applied directly in the Hamiltonian equations. In [14, 15] the AB
equations from [12] and generalizations were described, together with
hybrid spatial-spectral numerical implementations.

The Variational Boussinesq Model (VBM) also uses the Hamiltonian
formulation. But now the kinetic energy is approximated, as a vari-
ant of the Green-Naghdi method [10], see Klopman e.a. [19, 22]. The
internal fluid velocity is approximated as a combination of a priori
chosen vertical profiles with coefficients that depend on the horizontal
directions. These coefficients become independent variables that have
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to satisfy a system of elliptic equations that has to be solved together
with the dynamic equations for the surface elevation and the fluid po-
tential at the surface. The main advantages of this method are proper-
ties of practical importance for a numerical implementation: the VBM
Hamiltonian is positive-definite, the resulting PDE system contains no
mixed space-time derivatives and the order of the derivatives is two or
less. The last property is helpful for Finite Element and FD discretiza-
tions. The VBM approach can be easily formulated for one and two
horizontal dimensions and for flat and variable bottom.

The applications in [22] can all be characterized by the fact that only
one vertical profile is enough to obtain sufficiently good results for
the cases treated there. With either a parabolic profile or one profile
as in Airy’s linear theory, a restricted interval of wavenumbers can be
well approximated. But for wave fields with a broad spectrum, such
as irregular waves or focussing wave groups, it turns out that the dis-
persive properties cannot be approximated sufficiently accurate on the
whole interval. Therefore, in this chapter we study an extension that
uses combinations of vertical profiles. In addition we extend the ki-
netic energy optimization criterion (58) that provides the best choice
of such profiles; the optimization will depend on the spectrum of the
signal at the influx position. This leads to the variant that will be called
the Optimized VBM.

We show the performance of the extended optimization with a test
case of a focussing wave group with a broad spectrum. This wave
group has been measured at MARIN hydrodynamic laboratory, Wa-
geningen, the Netherlands, test number 101013, on water depth h = 1
m, which we refer to as FWG. We compare the experimental data with
calculations with Optimized VBM for the cases of one and two vertical
profiles. It will turn out that the optimal vertical potential profile(s) are
in all cases far away from the profile at or near the peak-wave number,
which could be a first guess for an optimum. Since strong nonlinear
effects appear near focussing, we also compare the calculations with
the linear and nonlinear versions of the AB-equation [12, 13, 14, 15]
that has exact dispersive effects in first and second order. Furthermore,
comparisons will be shown with simulations using the commercial
software tool MIKE 21 [33] and the new open source model SWASH
[40].

The outline of the chapter is as follows. In Section 4.2 we present
the dynamic equations, investigate the dispersion relation for one and
more vertical profiles, and give some details about the numerical im-
plementation. In Section 4.3 we derive the novel optimization princi-
ple to calculate the optimal (Airy) profiles. In the next Section 4.4 we
describe the test case of the focussing wave group, and show results
of simulations with the very accurate (nonlinear) unidirectional AB-
equation. In Section 4.5 we perform linear and nonlinear calculations
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with the optimal profiles according to the kinetic energy optimization
criterion, and compare the Optimized VBM calculations with real-life
measurements, the AB-simulations and simulations with MIKE 21 and
SWASH. In Section 4.6 we provide some remarks and conclusions.

4.2 VARIATIONAL BOUSSINESQ MODEL WITH MULTIPLE PROFILES

4.2.1  Hamiltonian evolution equations

As written in the introduction, every Variational Boussinesq model is
obtained by approximating the kinetic energy. We use the canonical
variables to describe the fluid equations, the surface elevation 7 and
the fluid potential ¢ at the free surface. The Hamiltonian is the total
energy, of which the kinetic energy is given by

Ul
K (1) = J f_h % VD[ dzdx, 62)

and the potential energy by

1
P = 5 J gn*dx.
The Hamiltonian equations are given with H = K + P by:
o = 5¢H, Orp = —5,]H

as follows from Luke’s variational principle [11, 26] (see also [6, 34, 42])
by taking variations of the Lagrangian

5 =3 [(| gomax - H (g n)at ~ . ©3)

Exact equations are obtained if we could assure that the fluid poten-
tial @ satisfies the Laplace equation in the interior, the impermeability
condition at the bottom z = —h and the prescribed value ® = ¢ at the
free surface z = . In this chapter we consider the bottom to be flat;
the case of varying bottom is dealt with in [2] and in the next chap-
ter. This exact potential ® has the extremal property that it minimizes
the kinetic energy over all potentials that satisfy the prescribed surface
value ¢. This minimization property of the kinetic energy will be ex-
ploited in two essential ways to obtain the best dispersive properties
in the rest of this chapter.

Since the Laplace problem cannot be solved explicitly for nontrivial
7, the kinetic energy has to be approximated to make the model useful
for numerical simulations.
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In [19, 20, 21] the Ansatz taken for ® contains one vertical profile.
Here, as suggested in [22], we take the approximation that follows by
writing ® as a multiple term perturbation of the surface potential:

D (x,2) = ¢ (%) + ZpuF (2) p (x) = ¢ (x) + F(2) - ¥ (x),  (64)

where F and Y are vector functions. To satisfy the surface condition
we require Fy, () = 0, and for the bottom impermeability condition
F),(—h) = 0. The vertical profile functions F,, have to be chosen in ad-
vance, and the functions ¢, become additional free surface variables,
for which additional elliptic equations have to be solved, together with
n and ¢.

The dispersion relation of the resulting dynamical system depends
(strongly) on the choice of the function F,,. Taking all functions equal
to zero leads to the shallow water equations (SWE) with no dispersion.
From Airy linear theory, the fluid potential of a small amplitude har-
monic wave with wave number « can be exactly represented by the

choice
cosh«k(z + h)

flzx) = W*L (65)

But for non-harmonic waves, or when nonlinearity is essential, the
form (65) can at best be approximative, and multiple functions will
improve the approximation as we will see.

4.2.2  Dispersion relation

In this subsection we address the question for which choices of F
one gets the best dispersive properties. We will keep the form (65)
in Ansatz (64) for each function F,; in the following we will use the
notation f,, = f(z;x,) and allow the value of x;,, to be chosen in an
optimal way. That is, the aim will be to choose the #,-s in such a way
that the difference with the exact dispersion relation, given by

w = Oex (k) = sign(k) - v/ gk tanh kh, (66)

is as small as possible for relevant wave numbers. But it is not obvious
which norm to choose for measuring the difference. Moreover, it is
not simple to know what the effect is of differences in the dispersion
relation on the behaviour of the wavefields.

We assume the contribution of 0, F in (62), coming from the depen-
dence of F on 7, to be small and neglect it (so-called weak nonlinear
model). The kinetic energy is then given by

K~ 2+ f [(h+7)(0x)® + adx¥ - 02 + 7 - ¥ + 20,8 - 0, ¥)dx  (67)
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with integral coefficients that are the elements of the matrices & and vy
and the column vector B, which depend on the approximation of the
vertical potential profiles and are given by

m = fﬂh fifmdz,  Pm = f?h fmdz,  Yim = fyh fi fudz. (68)

Explicit expressions are given in the Appendix. For a parabolic approx-
imation of the profile F, taken in [19] and [20], they depend only on
depth. For the cosine hyperbolic approximation, on which we concen-
trate in this chapter, the coefficients depend also on the wave number
«; the value of this parameter will shortly be determined in an optimal
way.

Variations of the Lagrangian with respect to ¢, 7 and ¢;,-s give the
following linear system of PDE-s

o = —0x((h +1)0x¢) — 0x(BoxY)
ot = —gn — 30x¢? (69)
—0x (oY) + 7Y = Ox(BOx).

To investigate the dispersion quality of the model, we restrict to
the linearized equations of (69) by replacing in (62) the vertical inte-
gration interval till the still water level 0 instead of till the surface
elevation #, and putting # = 0 in (65) and (68). The dispersion re-
lation of the linearized model is now described for harmonic pro-
files with frequency w and wave number k by the dispersion relation
w = Qypum (k) = kCyppm (k) with the phase velocity

-1

Cvm = Co\/1 - *,5 (v +ak2) B, (70)

where ¢y = 1/gh is the speed of long waves. Here we assumed that all
parameters x;, are different, so that the matrix ('y + ockz) is invertible.

It appears, that unlike the exact phase speed, this approximation has
a nonzero limit for short waves. Particularly, for the 1-profile approxi-
mation it holds that

. | B
Jim Cvam(k) = cor |1 anh 0. (71)

Indeed, this limit is real and nonzero as a consequence of the fact that
B3 < ay1h, because of the Cauchy-Schwarz inequality:

J fi - 1dz)? J fldzf 1dz,

while equality in this expression is only possible for trivial functions

fi.
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Figure 20: The phase speed (upper curves) and the group speed (lower curves)
for different models: the exact dispersion (solid), the 1-profile cosine
hyperbolic approximation with x;# = 3.27 (dashed with crosses)
and the 2-profile cosine hyperbolic approximation with x1h = 2.73
and xph = 5.25 (dashed with diamonds).
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Fig. 20 shows normalized plots of the phase and group speed for
the cosine hyperbolic models with 1- and 2-profiles, and of the exact
phase and group speed V,y = dQey/dk.

From this plot it seems that the approximate phase velocity Cgpp is
for each wavenumber larger than or equal to the exact phase speed
Cex. This is actually true for any approximate VBM and is a direct
consequence of the minimization property of the (quadratic) kinetic
energy, mentioned in the introduction. Indeed, the kinetic energy can
be written for any linear dispersive wave equation as

K(¢) = 21gf|047|2dx = zlgfuczudx with u = oy,

where C is the phase velocity. For the exact dispersion with C,; and an
approximate VBM model, such as Cg), in the hyperbolic approxima-
tion, we have

— ; _ 2
K(¢) = o ¢atz 02 JJ|V¢| dzdx = JuCexudx

2
< EJJ‘VCD,;W! dzdx = ZgJuCupp udx.

Since this holds for each ¢ (each u) we conclude that 02, < Qgpp
and C2, < Czpp For the case of hyperbolic profiles, parametrized with
wavenumbers «;, it holds that the phase speed is exact (only) for the

wave numbers k = K;j:
Cex (k) = Capp (x;) for all j, and Cex (k) < Cx (k) for k # 0, ;.

As a consequence, we also have that the group velocity is exact at these
wavenumbers «;:

Vix (Kj) = Vapp (Kj) for all j.
4.2.3  Numerical implementation

Here we give a brief description of the numerical implementation for
the VBM. For details see, e.g. [1, 2, 22].

The VBM is obtained from a variational formulation by minimizing
the Lagrangian (63) with respect to #, ¢ and ¢, so, it is natural to
build an implementation with the Finite Element Method (FEM). One
can use piecewise linear local basis functions Ty (x) since the highest
derivatives in (63) are of the first order. We discretize the solutions in
space by FEM,; this leads to a system of ordinary differential equations
(ODEs), which we solve in time by a Runge-Kutta method.

Discretizing the variables 7, ¢ and ¢, and varying the Lagrangian
(63), we eventually arrive at a high-dimensional system of ODEs: one
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matrix equation for the vector 7, one for ¢ and a coupled system of
elliptic equations for ¢,. The matrix system is given by

Maﬂ = D"¢ + 3 Dy + b
Mo = —gM¢ —v
D¥1 4 M1 .. D%IN 4 MYIN " D51¢
DAN1 4 M7YNL ... DANN 4 MINN YN D.BN(P

(72)

where we make use of the upper index denoting spatial distribu-
tion of weights for the so-called mass-matrix M with elements Mp =
Sp )dx and the so-called stiffness-matrix D with elements
i{j = Sp T, ( ]( )dx; an index is omitted for the unitary weight.

All the matrices here are trilinear (or just sparse if the system would be
written in 2D). The vectors b and v are nonlinear column vectors with

!

elements bj = 3, 7% § Ti(x)T]f (x) T (x)dx and v; = 3 3, ¢ pigprc § Tj(x)T; (x) Ty (x)dx

respectively. The system is numerically solved with help of a Runge-
Kutta method (e.g. obE45 in MATLAB). While vectors # and ¢ are ob-
tained via the time integrator using the first two equations, the third
subsystem has to be solved for i at each time step.

4.3 OPTIMIZATION CRITERION

In the first subsection we introduce the kinetic energy optimization
criterion. Since this chapter is focussed on solving a signalling problem,
we reformulate the expression for the kinetic energy as an integral over
the power flux, and exploit the minimizing property of the kinetic
energy for approximations to obtain optimal results for wave numbers
of profile functions. The optimization criterion will be used in Section
4.5 to determine the quality of the resulting dynamics.

4.3.1 Kinetic energy optimization criterion

The kinetic energy for linear equations with dispersion relation w =
Q(k) can be written like

K () j PPk, 73)

4g7r
where ¢ denotes the spatial Fourier transform of ¢. This thus also
holds for the VBM approximation with Qg (k;x), and we have as
above
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K(¢) = J|ng4>|2dk 7J|Qapp (k; ) ¢[2dk = Kapp (¢, ) -

4g7r
This holds for all vectors x.

For linear simulations with a finite number of wave lengths, we can
obtain the exact evolution by the correct choice of the parameters . For
the more realistic case that there is a continuum of wave lengths, we try
to optimize the value of the vector x, for a fixed number of parameters.
Clearly, an optimal choice will depend on the characteristics of the
wave field that has to be simulated. We will now show how this can
be achieved for a signalling problem, but a similar (actually somewhat
simpler) reasoning can be applied for an initial value problem.

For a signalling problem, a one-way travelling wave is influxed by
prescribing at a certain position xy (which we take without loss of
generality xy = 0) the elevation signal, to be denoted by 7o (t). We will
proceed in two successive steps.

First, we recall the dynamic equation (¢ = —g77; besides that we
realize that a uni-directional influx will lead to an initial evolution
given by 0;p = —iQQ¢. Combining these two expressions, we get for
the spatial Fourier transform of an initial surface potential ¢q:

QoK) = g7io k),
where 7y denotes the spatial Fourier transform of the initial profile
7o(x). The kinetic energy then becomes

— & e
= & [t k.

In the second step we relate the spatial Fourier transform of # to the
temporal Fourier transform #jp(w) of the wave elevation #y(t) at xg = 0.
Realizing that for uni-directional propagation it holds that

x ) f” i(kx—Q(k dk JYIO K(w)x—a}t)dw,

and that dw = V(k)dk, where V (k) is the group velocity, we get from
ffo(w)dw = 179 (k)dk that

fo(w)V(K(w)) = 7o(K(w)).

Substituting the last expression in the expression for the kinetic energy

we get
- & [ t@Pvi@io = § [ swv
) and

where we 51mply write V(w) = V(K(w))
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for the power spectrum.

In the case of the VBM with parameters «, let Vp,(w, ) be the cor-
responding group velocity. For the power spectrum that corresponds
to the given elevation signal, the optimization problem becomes a min-
imization problem with respect to the wavenumbers « of the vertical
Airy profiles of the approximate kinetic energy

Ky = § [ S(@)Vapp (@, 000 (74)

Note that this functional, of which the density is actually the power
flux, has the value of the kinetic energy, and that by equipartition, it is
a constant of the motion with value half of the Hamiltonian. Observe
also that the exact dispersion relation would give the lowest minimal
value, so that (74) provides the same optimal value as the difference
with the exact kinetic energy

Kapp = Kex = % Js(w)[vapp(wr k) = Vex(w)]dw (75)

In Section 4.5 we will show that this optimization criterion leads to ac-
ceptable results for the focussing wave group if we take one optimized
vertical profile, and good results if we use two optimized vertical pro-
files.

4.3.2  Profile optimization

As stated above, for given influx signal, we choose the optimal x values
by minimizing the expression (74). To illustrate the resulting disper-
sion relation for a specific case, we use the spectrum that corresponds
to the influx signal that will be used to calculate the dynamic evolution
of the test case FWG in the next section. For that spectrum, we show
in Fig. 21 the plots of the kinetic energy error for the 2-profile case as
a function of two parameters v1 = Q) (k1) and v, = Q) (k7). The lowest
points of the surface provide the optimal values v; and v, for the test
case. On the diagonal, where 11 = 1, we show the kinetic energy error
(75) for the 1-profile case as a function of the only parameter v;. The
optimal values are shown in Table 3, with the corresponding x-values
in parentheses.

We will now use these values to illustrate the effects on the phase
and group speed of the approximate dispersion relation.

75
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FWG | VBM with 1 profile | VBM with 2 profiles

vy 5.66 (3-27) 5.15 (2.73)
vy 7-18 (5.25)

Table 3: For the FWG the optimal values v; and v, (and x-s in parentheses)
according to the kinetic energy optimization. To the left is the result
for the 1-profile approximation, to the right for the 2-profile approxi-
mation.

Figure 21: For the spectrum of the test case in the next section, we show at the
left a side view and at the right the top view of the kinetic energy
error (75) as a function of v; and v,. The (vq,v;) -value at the lowest
point of the surface provides the optimal value of the parameters.
The lowest point on the diagonal gives the optimal value v; for the
1-profile approximation.

In Fig. 22 is plotted the power spectrum S (w) of the time signal of
the test case, together with the exact phase speed and the phase speed
error (at the top row) and the group speed with the error (at the lower
row), at the left for the 1-profile optimization, at the right for 2-profile
optimization.

We use the notation C; (w) with subscript ¢ to indicate that we con-
sider the phase velocity as a function of frequency. Hence, for a given
dispersion relation w = Q) (k), we consider the inverse k = K (w) and
define C; as

When using the exact dispersion relation w = Qgy (k), we write Cyex.
Similarly for the group velocity V; (w) = V (K (w)).

Note that when using the VBM-hyperbolic approximation, the trans-
formation from wave numbers to frequencies is the same for the exact
as well as for the approximate dispersion, since these coincide at x;,
and so vj; = Qey (Kj) = Qupp (K]'). Therefore we write C4pp to denote
the VBM phase speed as function of the frequency:
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Figure 22: At the left and the right we show plots for the case of one and two
vertical profiles respectively, with optimal choices of the parameters.
The dashed curve is the power spectrum of the initial signal. In the
upper plots is shown the exact phase velocity (solid with circles;
left-hand axis) and the difference of the approximate phase velocity
with the exact one (solid); in the plots below the same for the group
velocity. Notice, that the scale for solid curves (right-hand axis) is
30 times finer for the 2-profiles approximation at the right.

L w
Kapp ()

The difference between the two phase speeds is denoted by AC;

Ct,app (w)

ACt (CLJ) = Ct,ﬂpp ((U) — Ct,ex (OJ) .

Since the group speeds of the exact dispersion relation and the hyper-
bolic approximation coincide at the points x;, the group speed error

AV (W) = Viapp (W) = Viex (w)

vanishes for w = vj. Actually, in between such successive exact values,
there is another frequency for which the error vanishes; as seen in Fig.
22, the (first) additional exact frequency for which the group speeds
are the same is quite close to the peak frequency of the shown spectra.

Fig. 22 illustrates the peculiarities in the choice of the optimal values
vj. Intuitively, we would like the approximate velocities to be accurate,

77
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i.e. small AC and AV for frequencies for which the spectrum is large.
But for applications with a broad spectrum as in this example, the best
value is not obvious. Besides that, we have only very limited intuition
what the effect of changes in phase or group speed is on the actual
evolution of the waves. The optimal values as illustrated here show
that the speed errors are spread over the relevant frequency interval,
with small errors near the peak frequency.

Note that for the 1-profile approximation the error AV is much larger
than AC in the tail of the spectrum close to w = 10: the error AV is
comparable to the actual value, while the error AC is approximately 20
% near w = 10. Since AV vanishes also in a point close to the peak fre-
quency, we observe that an optimal v-value gives a group speed curve
that has minimal error over a rather large frequency range, but the er-
ror increases much faster than the error in phase speed for higher fre-
quencies. The 2-profile approximation behaves similarly, but the errors
are a factor of 20 or more smaller than for the 1-profile approximation
in the interval of interest.

We have investigated other reasonable ‘ad-hoc” optimization criteria,
each of which is aimed to reduce the velocity error (either phase or
group speed) over the whole relevant frequency interval. We found
that the proposed kinetic optimization criterion performs better than
these criteria, in addition to the fact that it is a direct consequence of
the minimization property of the kinetic energy. For details see [23].

4.4 TEST CASE

In this section we consider the case of a focussing wave group (FWG).
We describe in this section the main characteristics of the initial signal
and spectrum, consider the evolution with the accurate AB-equation
for linear and non-linear evolutions; in Section 4.5 we will use these to-
gether with the measurement at the focussing point to see the result of
the simulation with the optimized VBM. For another realistic test case
of a focussing wave group and performance of the VBM, see report

[23]-
4.4.1  Focussing wave group (FWG)

The test case is an example of a constructed wave field that was de-
signed at MARIN, the Maritime Hydrodynamic Laboratory Nether-
lands, to generate high waves in a long wave tank. The design is to
exploit dispersive focussing: short period, small amplitude waves are
generated at a waveflap, followed by successively higher and longer
period waves that catch up with the slower shorter waves at a predeter-
mined position in the tank. This dispersive focussing requires a broad
spectrum, and different speeds of different frequency components de-
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Figure 23: Signal (left) and its power spectrum (right) at Xo = O for the Fo-
cussing Wave Group.

termine the focussing process in a critical way. Hence, the behaviour
will be most sensitive to perturbations in the phase speed, which is
why we choose this example.

For this case real laboratory measurements in a wavetank with depth
of 1 m are available: the surface elevation at x = X{, = 10 m from the
waveflap and at the (designed) focussing point x = X| = 50 m. We
shift in our numerical model the starting position to the position x =
Xop = 0 m and accordingly the measurement position to x = X; = 40 m.

In Fig. 23, we present the time signal at X together with the power
spectrum. Observe that the spectrum is broad. The test case is rather
extreme: just downstream of the focussing point some breaking (white
capping) was observed.

4.4.2  Accurate simulation of the focussing process

The MARIN measurement of the elevation at X; is the only avail-
able information downstream of Xy. This gives only little information,
which is why we performed additional numerical calculations with
a very accurate and efficient model for uni-directional waves, i.e. the
AB-equation derived by Van Groesen & Andonowati [12] (see [13] for
numerical results). The results with the non-linear version of this code
— which uses the exact dispersion — will be used to compare with
VBM calculations in the next section.

First, we show the result of a nonlinear evolution with a pseudo-
spectral implementation of the AB-equation, downstream from the
measured elevation signal at X.

In Fig. 24 at the left we show at X; the calculated signal and the
measured signal. These results show that the simulations are remark-
ably accurate, even for such an extreme case as the FWG. In measure-
ments and simulations the spectrum changes during the evolution due
to nonlinear effects. In fact, detailed analysis of the simulations show
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Figure 24: At the left the measured signal (dashed) at the focussing point
X; = 40 m is compared to the signal given by AB-nonlinear sim-
ulation (solid). At the right we compare MTA-s and wave elevation
at the moment of the maximal wave amplitude at X;: by AB-linear
(dashed) and by AB-nonlinear (solid). For this rather extreme case
of the FWG we observe that the linear simulation gives a result that
is quite close to the nonlinear simulation.

that long- and short-wave generation takes place very close to the fo-
cussing point. Since this thesis deals mostly with improvement of the
linear dispersive effects of the VBM, we also consider the linear evolu-
tion of the initial signal which is the evolution according to the exact
dispersion; this can be done with the linearized AB-equation. In Fig.
24 at the right we compare it to the non-linear simulation. Remark-
ably, also for this linear simulation the wave elevation at the time of
focussing is quite similar to the non-linear one, albeit the amplitude is
somewhat less, despite the fact that nonlinear effects do play a role in
this test case.

The numerical simulations — different from the available measure-
ments — also provide information at any point in between Xy and Xj.
To get condensed information of that evolution, we consider the max-
imal temporal amplitudes (MTA): the maximal crest height (positive
curve) and the minimal trough depth (negative curve) at each position.
The results are shown in Fig. 24, and we will use these to compare the
MTA calculated with the VBM in the next section.

4.5 OPTIMIZED VBM SIMULATIONS

In this section we use the optimal parameter values found from the
optimization method in Section 4.3 for FWG. We performed linear
and nonlinear numerical simulations using these optimal values in
the Finite Element implementation of VBM. In Subsection 4.5.1 we
present the results of the VBM calculated time signals at the focussing
points for the optimal values. In Subsection 4.5.2 we provide the re-
sults when looking at the downstream evolution as measured by the
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Figure 25: Comparison of temporal signals at X; for the FWG: at the top lin-
ear and at the bottom non-linear simulations. At the left OVBM-
simulation with the 1-profile approximation (solid) compared to the
measurement (dashed), and at the right for the optimized 2-profile
approximation.

MTA-s. In Subsection 4.5.3 we provide results of simulations with two
other codes, MIKE 21 BW [33] and SWASH [40].

4.5.1 Signal at focussing point

We used a Finite Element implementation of the optimized VBM to cal-
culate the time signal at the focussing point, with the optimal values
obtained from the kinetic energy optimization, as given in Table 3. The
result is shown in Fig. 25. To compare the results, we also depicted in
the same plot the signals of the measurement. It can be observed that in
the case of the 1-profile approximation the main wave is relatively well
represented, but that certain frequency components disturb the signal
before and after the time of focussing. In the case of the 2-profile ap-
proximation the signal comes much closer to the experimental signal.

4.5.2  Maximal temporal amplitudes

Understandably, the additional oscillations in the VBM time signal
with the 1-profile simulation, as seen in Fig. 25, also have effects on
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Figure 26: Nonlinear simulations to compare the MTA-s and a plot of the spa-
tial wave profile at time ¢t = 94.2 s. At the left for OVBM with
the 1-profile approximation (solid), at the right for OVBM with
the 2-profile approximation (solid), compared to the AB-simulation
(dashed).

the spatial profile. This is visible in Fig. 26 as well. In these spatial
plots we compare the wave profile and the curves of Maximal Tempo-
ral Amplitudes for each simulation.

It is visible that the 2-profile VBM approximation gives good results,
compared to the exact dispersion calculations. It is noticeable, that the
position of simulated focussing, where the maximal amplitude wave
appears, is happening slightly behind the measurement point X; =
40 m.

Different additional measures, showing the optimality of the v-para-
meter choice in the 1-profile case, according to the kinetic energy min-
imization principle, are given in report [23].

4.5.3 Simulation results with other codes

The broad spectrum of the test case considered in this section is the
main difficulty for accurate simulations: at the focussing position all
waves should contribute maximally, i.e. with the same vanishing phase
at the same time. This requires that the propagation speed is accurate
enough for each of the waves to travel the distance from generation to
focussing position, here X; = 40m, in the correct time. To obtain the
maximal wave height accurately, also the contribution of short waves is
important. We present here result of simulations with two other codes.
MIKE 21 BW [33] uses the ‘enhanced’ linear dispersion characteristics
originally derived by Madsen et al. [28] and Madsen & Serensen [29].
The maximum depth to wavelength ratio is 5, meaning that waves of
wavelength smaller than two times the depth are not, or poorly, sim-
ulated. In Fig. 27, the MIKE result (solid line) shows that the largest
wave occurs at the correct time, but the maximal height is poorly ap-
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Figure 27: Shown are the time signals at X = 40m of the measurement
(dashed) and two simulations: MIKE21BW (solid) and SWASH
(dash-dot).

proximated, seemingly because a substantial part of the waves arrive
too early.

The dispersion in SWASH [40, 44] can be influenced by choosing a
division in various layers. Because an optimal division is not obvious,
we tried various choices. For a division of 3 layers given by 2.5, 5 and
92.5% (percentage of depth measured from the free surface), small
variations around this division showed little difference in the results.
The result of the simulation for the given division (dashed-dot) shows
a large wave with much too low trough depth; this wave occurs close
to the focussing time but is preceded and followed by substantial addi-
tional waves. It is clear that the energy of this simulated wave is much
too high, but the reason for this is not clear. Possibly, the influxing of
the time signal at the origin is not accurate enough.

4.6 CONCLUSIONS AND REMARKS

Although we provide some details about the numerical implementa-
tion in Subsection 4.2.3, the analysis in this thesis is concentrated on
errors caused by the model equations, and not on numerical accuracy
errors. The numerical simulations are performed for the exact disper-
sion with a spectral AB-code; for the VBM simulation we used the
FEM-implementation with sufficiently fine grid.

The freedom in the Variational Boussinesq Model (VBM) to choose
the vertical profiles of the fluid potential was exploited in this chapter.
We discovered that taking progressively larger superpositions of Airy
profiles that approximate the fluid potential, drastically improves the
results. Already with a 2-profile approximation the dispersive charac-
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teristics of VBM are very close to the exact dispersion, as seen in Fig.
22.

For the effective wave numbers «;-s, used in the VBM, Airy theory
provides the exact dispersion. Using the minimum kinetic energy prin-
ciple it was shown that this criterium leads to wave numbers «;-s in an
optimal way, minimizing the kinetic energy error, simultaneously min-
imizing the error in phase and group speed. It should be noted that to
determine the optimal values we used properties of the influxed signal
(or of an initial wave profile); this then determines the specific disper-
sive properties used in the simulation. This is different from most other
wave models for which the simulation code does not depend on the
specific wave to be simulated.

A good simulation of the focusing process requires all participating
waves to evolve accurately. The result of the optimal performance is
shown in Fig. 25 and Fig. 26. The spatial and temporal positioning of
the maximal (focused) wave is rather accurate already for the 1-profile
approximation in the OVBM. And further improvement by using the
2-profile approximation allows to fix the remaining focussing errors
in the higher frequencies and capture the shape and amplitude of the
maximal wave in a good way.

At this moment the optimization method has already been extended
to be applicable to waves above bathymetry. Results of irregular waves
evolving over a slope [2] are published already, and of harmonics to
calculate reflection from slopes [25] will be published shortly. This will
be also the topic of the next chapter.

Addendum

Lately M. Zijlema provided us with a new SWASH simulation of the
focussing wave group. Fig. 28 shows his result obtained with different
settings of the software, demonstrating that the SWASH model can be
fine-tuned to obtain results better than those shown in Figure 27. We
are very grateful for his reaction to our request to investigate the poor
behaviour that we obtained.
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REFLECTION IN VBM AND WKB

In the previous chapters we searched for optimal dispersive proper-
ties of the VBM over flat bottom and showed results of comparing
the experimental data with VBM calculations. In this chapter we cal-
culate reflection coefficients of the model for the Booij’s test case [1]
and compare the obtained results with results of Porter & Porter [17]
and Klopman & Dingemans [11]. Following [13], we also derive the
analytical reflection-capable model based on WKB approximation and
use it to obtain a reflection curve. VBM- and WKB-reflection results,
being obtained with a simpler approach, are close to ones obtained by
Porter & Porter and Klopman & Dingemans. We also do additional
simulations, varying a different parameter than in the previous works.

5.1 INTRODUCTION

In the previous Chapters 3 and 4 we searched for optimal dispersive
properties of the 1-D Variational Boussinesq model (VBM) over flat
bottom and, using a finite element numerical code, investigated its
quality, and showed results of comparing the VBM calculations to the
experimental data. It also contained a comparison to other two other
well-known models, MIKE and SWASH, as well as a comparison to the
AB-equation, recently derived and investigated by van Groesen et al.
[6, 7]. The latter model has already acquired a generalization for the
varying bottom [8, 9].

In this chapter we use the VBM over varying bottom in order to
obtain coefficients of the reflection from a plane slope bathymetry. In
comparison with the previous chapter, we limit the model to the VBM
with one profile (16) here. See Subsection 2.1.2 for the PDE system
and Subsection 2.1.4 for the numerical implementation details. This is
possible because of the numerical experiment setup, where only one
time period for the influxed harmonic signal is used. Nevertheless,
the model is suitable for wide range of bathymetries and wave types.
The experimental layout, in turn, follows Booij’s layout [1], later used
by Porter & Porter [17] and Klopman & Dingemans [10, 11]. As an
extension, we also use the model in a slightly different setting, in order
to obtain the dependence of the reflection coefficient from the different
parameter.

In addition, we derive a WKB-type of approximation and use it to
obtain the reflection coefficients. This is an analytic approach, where
the reflected wave is expressed by an integral formula via the influxed
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signal with a bathymetry-derived function as density kernel. As it is
shown further, both approaches give remarkably good results.

The outline of the chapter is as follows. Further in the introduction
we recall the derivation of the reflection coefficient from a vertical step
in the bottom profile, as well as the derivation of the classical WKB ap-
proximation. Both are based on the well-known linear shallow water
equation. In Section 5.2 we start with the same equation to derive the
reflection-capable WKB-approximation. The next Section 5.3 gives de-
tails of the experiment setup, of the reflection coefficient calculations
according to the both employed models, WKB and VBM, and com-
pares them to the results obtained by Klopman & Dingemans [11]. In
Section 5.4 we provide some remarks and conclusions.

5.1.1  Reflection from a step in the bathymetry

We start out with the well-known one-dimensional bidirectional linear
shallow water equation:

32 = 0x(oxn), (76)

where 7(x, t) is the wave elevation depending on the spatial variable
x and the temporal variable ¢, and c(x) = 4/gh(x) is the phase speed,
which depends on the depth function h(x); g is the gravitational accel-
eration.

Consider a jump in a bottom profile. How much reflection for a
sinusoidal wave will provide such discontinuity? We recall how to find
the reflection and transmission coefficients, making use of the linear
shallow water equation (76).

The bottom geometry and incident waves are schematically shown
in Fig. 29. The depth profile is given by h(x) = hy for x < 0 and
h(x) = hy for x > 0, so the depth function jumps discontinuously with
the relative change hi/hy. The incident wave is a sinusoid with am-
plitude A, propagating from the left. It is partially reflected from the
discontinuity, making up a sinusoid with amplitude B, propagating to
the left, and partially transmitted with amplitude C to the right.

We write solutions as 79 and #; — to the left and to the right of the
bathymetry jump, correspondingly:

o = (Aeikox + Be—ikg)() .e—iwot (77)
n o= Ceiklx . e—iwgt, (78)

where ky and k; are wave numbers to the left and to the right.
The reflection and transmission coefficients are expressed as

R=-~, T=—+. (79)
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Figure 29: Reflection induced by a discontinuity in bathymetry. Bottom profile
rises suddenly from —hg to —hj. A sinusoidal wave with the ampli-
tude A coming from the left is partially reflected with the amplitude
B to the left and partially transmitted with the amplitude C to the
right.

It is necessary to require that there is no disconiuity in the wave
profile:

1o = M1lx=0, (80)

which is immediately rewritten as A + B = C or

1+R=T. (81)

The second matching condition follows from the requirement that the
flux is continuous at x = 0:

C(z)axﬂo = C%axﬂl |x=0- (82)

Indeed, considering equation (76), if this expression has a jump in the
zero point, there will be an infinite acceleration 6% of a wave surface.
Rewriting this condition in the form hydy#g = h10x11|x=0, We see that
Akoho — Bkoho = Ckll’ll, or

ko]’lo — Rkoho = Tk1h1. (83)

In the long-wave limit wave number k is expressed through fre-
quency w (which is constant in our case) and depth /(x) as k = w/+/gh,
so the ratio of wave numbers to the right and to the left is kq/ky =
/ho/hy. After simple algebraic transformations we obtain from (80)
and (82):

R_1f«mM% T 2
14 /I /hy’ 14/l /hy

(84)
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These expressions conform to the reflection and transmission coeffi-
cients given in [4] (see expressions (2.296) at p. 138). As v/l /hg = c1/co,
we can also rewrite them through the phase speed:

. 1-— C]/Co . 2
1+c1/co’ 1+4c1/co’

or, equivalently,

co—°¢C 2¢,
St S Pt L (85)
co+C1 co+C1

which are the same expressions as in [16].

5.1.2 Classical WKB-approximation

Let us recall the derivation of the WKB-approximation. We start from
the linear bidirectional shallow water equation (76). For constant depth
¢ this equation becomes 0?57 = c292y7 and the solution is the superpo-
sition of a right-propagating profile F and a left-propagating profile
G:

x x

Let us derive the WKB-approximation for the equation (76), but only
for the right-propagating wave. Assume c(x) is a slowly varying func-
tion. Take the following Ansatz for the solution:

n(x, 1) = p(x)F(6(x, 1)), 87)
htsrrtfere p is a slowly varying ‘amplitude’” and 6 is a phase function
to be found. Substitute this Ansatz into (76) and obtain the equation

roF + T]F/ + 1’21:” =0, (88)

where the coefficients are

o= —2p — 3 = () 69)

rn = Pgtt — ZCZP/BX - ZCC/PGx - Cngxx (90)

ry = p67 — 202 = p(6; — cby) (6; + cy). (91)
—

Taking into account only a right-propagating wave, i.e. neglecting
the part with the underbrace, obtain the solution for the equation r, =
0: 9t — C9x = 0, i.e.

O(x,t) =t—1(x)=1— fox :Zg) (92)

Here 7(x) is a ‘delay” or “travel-time’ function, which depends only
on bathymetry and shows how long it takes for a wave to shift to the
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point x. Now that 6, = —1/c and r; = 2cp’ + ¢’p, obtain the solution of

the equation rq = 0:
A

p(x) = Wf (93)

with a certain constant A, which we incorporate into the profile F in
(87).

Functions ¢ and p are slowly varying with respect to x. As rg con-
tains only second-order components, we neglect it. Then the WKB-
approximation of the right-propagating solution for equation (76) is

Fi-7)  FE-55)
x, t) = .
) = ——= ) (94)
Notice, this is also the solution of the unidirectional equation
O = eox(Ven), (95)

which we will call further the WKB-equation, as in [5].

We have derived the classical WKB-approximation. In the next sec-
tion we use it as the starting point for the derivation of the reflective
WKB-model.

5.2 REFLECTION-CAPABLE WKB-APPROXIMATION

Following [13], we derive here a WKB-approximation capable of gener-
ating reflection from bathymetry features. In Section 5.3 we will com-
pare these analytical results to the reflection results of the VBM.

We start from the linear shallow water equation (76), rewriting it in
the form:

(2 +D)(@ = D) = (6 — D*)yp = by, (96)
with operator D the WKB-operator from the equation (95):

D = \/cou/c, (97)

and b the operator

b= axczax —\/cdxcdxv/e. (98)
It is notable that action of this operator is nothing else, but multiplica-
tion:

Let us search for a solution # of (96) in the form

1
bp=b-y = —1(6'24—200”) =

nW=no+m-+m+.., (100)
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where 79 is the WKB-solution (94), propagating to the right, so the left
part of equation (96) vanishes for it. Taking the first two 77-components,
we get from (96):

(0t + D)(0r — D) = bro + br. (101)

As this equation, generally speaking, cannot be solved analytically, we
neglect the higher-order term by, rewriting the equation as

(0r + D)(0r — D) = b . (102)

This one already has a solution, expressed with an integral formula. If
we continue the process, we will end up with the similar expression

(¢ +D)(0 —D)yjiy1 =b-1;. (103)
To solve (102), we rewrite it as the equivalent system with ¢ the wave
that satisfies a forced left-travelling wave equation:
{ (0 + D)Z = bro (104)
(% = D) = ¢,

and solve equations as initial value problems. The profile of the classi-
cal WKB-solution 7 (94) is given for the starting time ¢ = 0, but other

functions 71 and ¢, forming the reflected wave, are zero initially.
We multiply these equations by +/c(x) and change variables from
x to the travel-time function T(x) according to the expression (92) in
order to obtain simple transport equations. Denoting 7; = +/c#; and

& = 4/c¢, the system can be rewritten as

o ¢ (105)
(at - 61)771 (T/ t) = g(T, t)-

Here 7(x) is the "travel-time function’, it gives the time needed for a

signal to come from the zero point to the point x. Let us solve the first

equation:

{ (0 + 20)& (T, 1) = BT (T, 1)

(0 + 0¢)E(T, t) = F(t — 1)b(7). (106)
The function F comes from expression (94) of the WKB-solution; notice
that for 7(0) = 0 this function is a signal s(t) at the origin (up to the fac-
tor /o), and for different locations x it is the same signal delayed with
the period 7(x). The homogeneous solution of this non-homogeneous
transport equation is zero due to initial condition, thus,

t
é(t,t) = LF(f—T)E(T—I—O’—f)dO’

_ P T)f B(o)do — E(t — 7)[B(t) — B(t — b]do,

T—t
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where by B we denote the integral

= fr b(o)do. (107)
0

For the same function, transferred to x-space, we give the name B(x).
After a few manipulations, we can obtain the following neat expres-

sion:
T(x) _ X _
B(x) = f B(Q)dg = f b))

X A/ 2
_ f b dg— 7[ /(x )—c'(O)]—HO CC((’?) dE. (108)

Applying the similar procedure to the second equation of (105),

(0 — 02 (T,t) = F(t — T)[B(T) — B(T — )], (109)

we write down the solution

71(T,t) = Lt F2o—t—1))[B(t+7—0)—B(t+T—20)]do. (110)

The function 71 can be first determined by formula with T-dependence:

tF(Z(T— t—1))[B(t+71—0)—B(t+1—20)]do,

1
m(t,t) = WL
(111)

and then transferred to the x-space. Another interesting form for this
expression is

mien = —==|

(7)
(112)
As we are going to solve the signalling problem, the next step is to
rewrite formula (111) via an influxed signal s(¢). Since s(t) = #(0,¢) =

E(t=(0))
Veo

f Rt 2080 )da—”T+tP(—U)B(U)da].

T T—t

and 7(0) = 0 in the origin,

F(t) = eos(t), (113)
with ¢y = ¢(0) the phase speed in x = 0. Now the integral formula can
be immediately expressed in the form

1(T, ) =\/z0 CO f (20— [B(t+t—0)—B(t+1—20)]do. (114)

In particular, in the origin the reflected wave is given by
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t s(20 —t)[B(t — o) — B(t —20)]do = Jt s(20 —t)B(t —o)do.

t/2

non - |

0

_ (115)
The last equality follows because s(t) = 0 for f < 0 and B(t —¢) =0 in
the chosen interval, as we regard the bottom function constant to the
left of the origin. Rewritten as

t/2 B
71(0,t) = J s(t —20)B(o)do, (116)
0
this expression can be interpreted geometrically. For instance, if we
take the influx as a delta Dirac function s(f) = é(f — fg), delayed with
some ty > 0, then the reflected signal will be

t/2 — — t—t
11(0,t) = 6(t—tg —20)B(o)do = B( 7 )
0

for t > tg, and zero otherwise. Now let ¢y be such point x, for which
twice the travel time is t — to, i.e. T(&)) = (t — to)/2. Thus, B(&p) is
precisely the reflection at x = 0 of the delta-function influx.

5.3 NUMERICAL EXPERIMENT AND REFLECTION CURVE

In our investigation of reflection in the VBM and WKB we follow the
particular layout of the bathymetry profile, which stems from the note
of Booij [1], and was used later by Porter & Porter [17] and Klopman &
Dingemans [11]. Porter & Porter give accurate reflection results for this
bathymetry layout based particularly on the simulations with the full
nonlinear equations. Klopman & Dingemans use the time-harmonic
linearized VBM and compare their results to the results of Porter &
Porter. In this chapter we compare our results against the results by
Klopman & Dingemans for being the most recent and using a related
model.

It should be noted that our approach is more straightforward and
simpler. They derive time-harmonic equations and use a heuristic pro-
cedure of choosing the normalization for the vertical cosh-profile in
the VBM. In contrast, we use VBM as is — and obtain comparable
results. The greatest advantage then is the capability of handling not
only sinusoidal but arbitrary wave profiles.

As an addition, we also use the model in a slightly different setting,
in order to obtain the dependence of the reflection coefficient on a
different parameter. In contrast to Booij and Klopman & Dingemans,
who computed reflection curves dependent only on the bottom incli-
nation, we also provide the reflection curves depending on the wave
frequency.
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5.3.1 Setup of the experiment

Following experiments of the predecessors, we influx sinusoidal waves
at the zero point x = 0:

1o = s(t) = Asinwyt, (117)

where the amplitude A = 0.5 m, so the wave height will be equal 1
m, the angular frequency wy = /kg, where kq is the infinite-depth
wave number, equal to 1, so the frequency wy = /g ~ 71 ~ 3.13 rad/s.
We ought to obtain the reflection coefficient R = B/A, which is the ratio
of the reflected wave amplitude B to the influxed wave amplitude A.

The layout of the experiment is schematically shown in Fig. 30; such
bathymetry proflile is usually called a "plane slope’. The one-dimen-
sional domain spans the region from the leftmost (numerical) bound-
ary x = 0 to x = x¢5t, which is far enough not to generate reflections
from the rightmost (numerical) boundary within the time span of our
numerical experiment. The bottom rises from the depth kg at the left
to hy at the right, passing through the plane slope between x; and
xp. Following the particular Booij’s setup, we take these depth values
equal to 0.6 m and 0.2 m respectively. The bed profile has discontinu-
ities of the derivative in x; and x,. The horizontal span of a bottom
rise is L = xp — xq, its incline is 1 in L/(hg — k1), or 1 in L/0.4. Similar
to the previous papers, we vary L in order to obtain the reflection co-
efficient curves for the VBM and WKB — functions R(L) in each case.
The transmission coefficient is then trivially calculated and will not be
given.

In addition, we make another set of simulations with fixed Ly = 6
m (i.e. the slope is 1 : 15) and varying w. This provides the reflection
curves R(w) for VBM and WKB with w € [0.2,4.5]. Indeed, in the
described layout there can be two parameters on which the reflection
coefficient R is dependent. Naturally, one is the incline of the slope,
which we vary via the parameter L in our simulations. And for the
other parameter it is convenient to take the angular frequency of the
incoming waves.

5.3.2  Reflection in WKB-approximation

Unlike in the VBM, the reflected signal (116) is already separated from
the influxed signal in case of the reflection-capable WKB-approximation.
Thus the reflection coefficient is obtained analytically.

When discussing the classical WKB-method for slowly varying bot-
tom profile, it is common to use for c¢(x) in (76) the expression for
shallow water waves: co(x) = +/gh(x). There is, however, another op-
portunity thanks to the fact that we simulate a sinusoidal signal. We
also make use of the phase speed according to the exact dispersion at
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Figure 30: Schematic layout of the “plane slope” experiment. Bottom profile is
piecewise-linear and rises from —hg = —0.6 m to —h; = —0.2 m
between x1 to xp. An incident wave coming from the left is partially
reflected to the left and partially transmitted to the right.

varying bottom. To that end, for any fixed w, from the exact dispersion
relation
w = Q(x(x), h(x)) (118)

we determine the wave number «(x), dependent on the depth h(x),
and thus obtain the phase speed

c(x) = w/x(x). (119)

In the derived above reflective WKB-model we use both ¢y(x) and ¢(x)
functions in expression (108), obtaining respectively functions By(x)
and B(x). In order to compare, we use both of these to calculate the
reflected wave according to (116), and we will show that the choice of
the exact phase speed yields better results.

Having simulated the reflection according to the formula (116) for
all slopes L € [0,12], we give the reflection coefficient curve in Fig. 31.
In the same figure we demonstrate the functions B(x) and By(x) for
L = 8 m, calculated according to (108) and used in the computations
of R(L).

Using the same WKB-reflection formula (116) we obtained the re-
flection curves R(w) for w € [0.2,4.5] with fixed Ly = 6 m for both
exact phase speed and shallow water approximation. They are shown
in Figure 32. Notice that for small w (long waves) the reflection coef-
ficient is the same for both approximations, and for larger w (shorter
waves) the curves separate. This can be understood since for larger w
the deviation of the shallow water speed from the exact phase speed
become larger.
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Figure 31: To the left are the functions B(x) and By(x) for L = 8 m: for the exact
phase speed (solid) and for the shallow water limit (dashed). To the
right the reflection coefficient curve R(L) with fixed wy = /g ~ 3.13
rad/s of the WKB for the exact phase speed (solid), for the shallow
water limit (dashed) and the best result of Klopman & Dingemans
(dash-dot) are compared.
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Figure 32: Reflection curves R(w) with fixed Ly = 6 m of the WKB with the
exact phase speed (solid) and for the shallow water limit (dashed)

are compared.
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5.3.3 Reflection in VBM

As regards the reflected signal in VBM, the way to measure it is a bit
more complicated.

At the zero point x = 0 we generate sinusoidal waves (117) with
help of the immersed boundary condition [18], i.e. forcing term which
spans the segment [0, x,, |, with x, small comparing to x; (see Section
2.3 for details). For x > x, the action of the forcing term vanishes
almost completely. The wave running to the right is partially reflected
from the rise in the bathymetry profile and then its superposition with
the signal 79 is measured in some point x,, between x, and x; and
used for calculation of the reflection coefficient. The domain and the
period of the experiment is chosen in such a way that the reflected
wave has not come to the left boundary yet, but the frontal transient
distortions of the wave already have passed the measurement point;
the signal in this point x,, indicates the stable mode afterwards.

The measured signal #;, consists of the influxed wave 7y and the re-
flected wave 77,,f;, running in opposite directions. Hence, the reflected
wave can be calculated as the difference

Mrefl = Mm — 776, (120)

where 7 is the same influxed harmonic as 79, but with a shifted phase.
It should be noted that the reflected wave is periodic, with a certain
maximal amplitude B. The reflection coefficient is calculated as the
ratio

B - maxfref _ maXfly, —-A

R=~— = :
A maxn) A (121)

The influxed and reflected waves have the same period but opposite
directions (that is, partially forming a standing wave), so certain care
should be taken in choosing x,,. Of course, it is more robust to take a
segment for measurement of the maximum in (121) instead of a point.
Even better way to obtain 7,.f is to repeat each experiment with the
flat bottom and wide enough domain, in order to obtain original undis-
turbed signal 17(') as a difference between two experiments, and we em-
ploy this better approach.

We performed simulations on a sufficiently fine grid of L € [0,12],
and obtained the reflection coefficient curve R(L) with fixed wg =
/& ~ 3.13 rad/s. Consider Fig. 33; here we provided the reflection
curve for both VBM and WKB, compared to the best results by Klop-
man & Dingemans. In addition, we performed simulations with fixed
Ly = 6 and varying w. The result, together with WKB reflection curve
for exact speed, is shown in the same figure.
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Figure 33: On the left: the reflection coefficient curves R(L) with fixed wy =
/8 ~ 3.13 rad/s of the reflection-capable WKB-approximation for
the exact phase speed (solid), the linear VBM with one profile
(dashed) and the best result of Klopman & Dingemans (dash-dot).
On the right: the reflection coefficient curves R(w) with fixed Ly = 6
m of the WKB-approximation (solid) and the VBM (dashed).

5.4 CONCLUSIONS AND REMARKS

The reflection curve by Klopman & Dingemans [11], depicted in Figure
33, is almost identical to the accurate result by Porter & Porter [17].
The result is obtained, however, with considerable effort by Klopman
& Dingemans, by deriving the time-harmonic VBM and tuning the
normalization in the dispersive vertical profile of the VBM.

In contrast, our approach is straightforward: the model is used as-is,
with the default normalization and the possibility of simulating wide
range of waves. For example, the same model is employed in the article
by Adytia & van Groesen [3] to model irregular waves evolving over
a slope. The model is easily adopted for 2D and nonlinearity, see e.g.
2,3, 12]

Being simpler, our simulation provides resulting reflection curve of
the VBM which looks almost identical to the reference for the slopes
with L > 1 m, diverging somewhat on more extreme, steeper slopes
with L <2 m.

The same is suprisingly true for the derived reflection-capable WKB-
approximation, which is analytic in its nature and provides an integral
expression for the reflected wave signal. The reflection curve is very
close to the reference for L > 1 m. This model can be enhanced further
by enabling more terms in the expansion (100).

In addition to the comparison with Klopman & Dingemans, we
made extra simulations and varied the parameter w for fixed L. This
demonstrated closeness of the reflection coefficient by the VBM and
the reflective WKB-approximation.
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CONCLUSIONS AND RECOMMENDATIONS

In this thesis the Variational Boussinesq Model (VBM) was presented,
and its applicability to modelling of complex wave fields was dis-
cussed. Numerical experiments for a few complicated test cases were
performed, and compared to the data of the real-life experiments. The
simulations were also compared with the results by other existing nu-
merical codes, such as MIKE, SWASH and the AB-model, the later
was briefly described in this thesis as well. In addition, specifically for
needs of the reflection and run-up simulation an analytic model of the
WKB (Wentzel-Kramers—Brillouin) type was derived and used in the
previous chapter.

General advantages of the VBM were briefly mentioned in Chapter
2; here we briefly summarize the research done in this thesis, give
a few recommendations and highlight possible directions for future
advancements.

Dispersion in the VBM. The real-world applications provide re-
quirements for improvements of a wave model. Being very flexible,
the VBM allows for improvements in many respects. First of all, in this
thesis we aim at the enhancement of dispersive characteristics of the
model. When applied for such complicated cases, as for waves with
broad spectra, the accuracy of the most currently used wave models
and numerical codes are too low to satisfy needs of applications. In
our judgment, the path to the better predictability of the real-world
data goes through the enhancement of the model’s dispersion. Indeed,
it can be useless to improve, for example, nonlinearity in a model, if
it provides not-so-good dispersion. As shown in Chapter 4, for the
quite extreme test case (the wave was almost breaking at the focussing
point), nonlinearity still plays a minor role comparing to the interfer-
ence effect due to the linear dispersion.

The potential for dispersion improvement in the VBM comes from
the ability to approximate the kinetic energy via approximating the
vertical flow profile. Three steps were done on this way. The first is
according to the ’classical’” approach to the VBM, which provides a
parabolic vertical dispersion profile. It performs reasonably well for
wave lengths larger than twice the water depth. Generally speaking,
the parabolic VBM would satisfy needs of tsunami simulations up to
the coastal zone, as mostly the long waves have the appropriate prop-
agation speed.

However, when it comes to laboratory waves with broad spectra,
waves over a deep sea or e. g. a monochromatic wave train of a specific
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(high) frequency, the second choice, the cosh VBM with one vertical
profile demonstrates its superiority over the previous choice. The dis-
persion accuracy for the long waves stays approximately the same as
in the parabolic VBM. But additionally, for one specific wave number
x the model obtains the exact dispersion as derived in the Airy wave
theory, including the phase speed and the group speed.

The capacity of the model to choose the vertical profile of the fluid
potential was exploited in this thesis by determining the optimal pa-
rameter value x in a parameterized class of profiles. This parameter is
an effective wave number, the potential profile of which is taken as an
approximation of the potential profile of all other waves with different
wave numbers. The optimal parameter was found from an interest-
ing minimum kinetic energy principle that depends on properties of
the influxed signal (an initial wave profile can be easily used as well).
Hence, in contrast with most other wave models, optimal dispersive
properties are determined before the model is specified for simulating
the evolution.

For applications, where the wave spectrum is very broad, even per-
formance of the optimized cosh VBM with one vertical profile can
become too poor. This is not a rare case: for example, for waves having
the realistic JONSWAP spectrum the wave length in the spectral tail
can become several times smaller than in the spectral peak. As demon-
strated in Chapter 3, such short waves can become important for the
appropriate focussing of a wave train, adding up to 15 — 20 % of the
wave amplitude.

For such extreme test cases the third choice, presented in Chapter 4,
the optimized VBM with multiple cosh-vertical profiles shows really
good performance. Already with two vertical profiles the dispersion
accuracy errors become small enough to allow for almost exact repro-
duction of the real-life wave shape and amplitude. This can be done
partially thanks to the appropriate choice of the parameters. For the
effective wave numbers «;-s, used in this type of VBM, Airy theory
provides the exact dispersion. Using the minimum kinetic energy prin-
ciple it was shown that this criterium leads to wave numbers «;-s in
an optimal way, minimizing the kinetic energy error, simultaneously
minimizing the error in phase and group speed. Again, to determine
the optimal values we used properties of the influxed signal (or of an
initial wave profile); this then determines the specific dispersive prop-
erties used in the simulation.

Of course, additional accuracy does not come without a price. Each
profile in the superposition of vertical dispersion profiles adds an addi-
tion equation to the elliptic PDE system, which has to be solved at each
time step in the numerical code. Although the performance of the 1D
VBM with 2 vertical profiles is quite fast (3 — 5 seconds to compute 1
second of the modelling time; straightforward FEM implementation in
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MATLAB), for 2D simulations this can become insufficient. Such types
of simulations include modelling of harbour waves, tsunami run-up,
coastal zone modelling. It can be recommended using and investigat-
ing the performance of fast iterative solvers with preconditioning for
the solution of the elliptic PDE subsystem, and trying out different
solvers for the time stepping.

Kinetic energy optimization. As said above, by minimizing the ki-
netic energy error one chooses the optimal parameters of the model,
simultaneously minimizing the error in phase and group speed. This,
in turn, leads to the very accurate simulation results, especially for the
VBM with multiple profiles. This novel kinetic energy criterium is very
natural for the VBM, and we would encourage its use, when a spec-
trum of an influxed signal (or an initial wave profile) is known. Then
the optimal parameters of the model can be pre-calculated, thus, such
improvement will not slow down the main computational loop.

It would be also interesting to investigate possibilities of introducing
similar optimization criteria into different wave models.

Reflection. In Chapter 5 both the linear cosh VBM and the derived
analytic WKB-type approximation demonstrated very good reflection
performance, especially for the not-too-extreme inclines. This qualifies
the VBM as a useful tool for tsunami run-up and harbour simulations,
together with other coastal applications. It certainly would be interest-
ing to investigate the reflective properties of the VBM and the WKB-
model for more complicated influxed waves and bathymetries.

Influxing boundary condition. The signalling problem naturally ap-
pears in such applications as simulations of the laboratory waves. Hence,
it is important to introduce decent influx in a wave model. Wave gener-
ation in this thesis, both for the VBM and the AB-equation, was done
using embedded (internally forced) influxing. This forcing (or source)
term is calculated based on the analytic dispersion of the model and
introduced into one of the equations in the VBM system, or added to
the right hand side of the AB-equation. To our experience, this is the
best way of generating a complex influx in the VBM, and especially, in
the spectral setting of the AB numerical code.

It is tempting to see, whether (and how) such boundary condition
could be introduced into different dispersive models.

Outflow boundary condition. Although test cases in this thesis did
not require direct use of the outflow (or radiations) boundary condi-
tions, their importance for the industry can not be underestimated. It
would be interesting to investigate how well Sommerfeld non-reflective
boundary conditions perform, how good is the standard absorption or
damping layer for the VBM, and certainly, how to tune up parame-
ters of such boundary conditions for the optimal performance of the
model.
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Another question of interest is whether above-mentioned forcing
term approach can be adjusted for using as a radiation boundary con-
dition.

Numerical implementation. This thesis concentrates mostly on the
modelling process. Although some details of the numerics are pro-
vided, the area for more deep analysis of the numerical VBM schemes
is open for research. Many issues can be investigated and addressed,
from analysis of numeric errors (one such example is in Subsection
2.1.5) and to optimization of a numerical implementation speed (this
would be more needed in two-dimensional VBM).



APPENDIX

Here we provide some secondary details as regards the FEM numerical
implementation of the VBM, including the coefficients «, 8, v, and
the matrices used in the numerical code. The kinetic energy principle,
used in Chapters 3 and 4, is applied to JONSWAP spectra in order to
observe the dependence of the optimal wave number on a spectrum’s
maximum.

7.1 VALUES OF COEFFICIENTS &, ‘B AND 7

In Section 3.2 we have provided the coefficients «, § and v for the
one-profile VBM, both for the parabolic- and cosh-approximation. In
Chapter 4, however, we have not shown the exact coefficients expres-
sions.

Using the notation H for the full depth until the surface, H = h + 7,
these integral coefficients are calculated as:

(10)) = H 2, . q_ 3 ) 3
wjj(kj) = —7 tanh”x;H I tanhx;H + 5H,
1 1
chm(Kj,Km) = H- % tanhx;H — Kom tanh x,, H+

m[tanh kiH + tanh x,, H]+
1 o _ .

] comry [tanhx;H — tanh x,, H], for j # m, (122)
Bj(x;) = KljtanhK]-H —H,

2 . 2H
’)’]](K]) = %:anhZ K]H + %tanh K]H — K]T,
Vim (K, Km) = Z(K]f+r;im) [tanh x;H + tanh x,, H] —
z(:jj%m)[tanh xjH —tanhx,, H], for j # m.

Particularly, for 1-profile approximation this yields

a11(x1) = —H tanh? ki H — 2371 tanhx H + 3H,
,Bl(Kl) = Kl—ltanhicle H, (123)

K2 H 2 K*H
Y11(x1) = 5 tanh” k1 H + 3 tanh i H — =5~
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The Taylor expansion of these coefficients around x; = 0 for 1-profile
approximation is given by:

The Taylor expansion for the 1-profile approximation around k = 0
yields

/3% 2 0‘/3% ﬁ% 4
QO ~ cok |1 — k- + — kK*—
VBM =~ € 2H711 (ZH’Y% 8H2’)/%1)
062 2 a1 4 6
( 11/31 o 181 131 )k6 + O(ks) . (124)

3 3 3
2Hvy3y,  4H?yj,  16H373,

It should be remarked that these expressions are valid for a VBM with
any vertical potential approximation F(z) in (64), although the integral
coefficients (68) can depend on model parameters, e.g. the wave num-
ber «; as appears in the approximation above. It can be noted also that
after substituting the cosh-coefficients values (68) into (124) the Taylor
expansion around k = 0 yields the same expression as in the parabolic
case, see Klopman e.a. [2, 3] and Madsen e.a. [4, 5].

7.2 MATRICES IN VBM NUMERICAL IMPLEMENTATION

In Chapter 2 we have described the numerical implementation of the
VBM. Here we add some details about the matrices used in the FEM
numerical code.

For the matrices we make use of the upper index, denoting spatial
distribution of weights. In particular, the so-called mass matrix M is
comprised of the elements Mf i = Sp(x)Tl-(x)Tj(x)dx, where p repre-
sents certain weight of the element. For instance, the depth function
h(x) can be used as the weight; the upper index is omitted for the uni-
tary weight. The s/o—called stiffness matrix D consists of the elements
DY = §p(0) T, ()T (x)dx.

In the numerical system, corresponding to the simplest case (15) of
the linear VBM with one profile, no upper indices are used, i. e. all
weights are unitary. For the one horizontal dimensions both matrices
M and D are trilinear. The diagonal elements of the mass matrix are:

1
Mg = g(Axkfl + Axy),

except for corners, where mq; = %Axl and my, = %Axn,l. Here we
denote the grid step between k-th and (k + 1)-th point as Axg. The
elements above and below the main diagonal are:
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1 1
Mik—1 = 2 OXe1, My = ¢ Oy
On the diagonal of the stiffness matrix there are elements:

dgo= L
T A, | Axy

except for corners, where di; = ALxl and d,;, = ﬁ. Above and

below the main diagonal there are elements:
1 1
1= ——+—, d = ——.
kk—1 Axk_] kk+1 AXk

Suppose, the grid is equidistant with the grid step Ax. Then the
matrices M and D have the simplest form:

210 0 0
141 0
01 4 1
M=%0014 (125)
0
4 1
0 0 1 2
and
1 -1 0 0
-1 2 -1
0 -1 2 -1
D:Aix 0 0 -1 2 N (126)
0
2 -1
0 0 -1 1

When the matrices have to be calculated with certain weights, this
does not complicate the calculation procedure much. The new matrices
M., D, etc. are obtained from the presented above matrices M and D
by multiplying each row j with the values +y; and «;, respectively; these
values are calculated in the grid-point x;.

7.3 JONSWAP SPECTRUM AND KINETIC ENERGY MINIMIZATION

In Chapters 3 and 4 we derived the novel kinetic energy optimization
criterion, with which we successfully simulated the complicated cases
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of the focussing wave groups. In the first place we observed the inter-
esting fact that the optimal wave number (in case of the one-profile
VBM), calculated according to this criterion, is not even closely corre-
sponding to the peak frequency in the spectrum. This is contradictory
to the first guess we could make, but after some thought it becomes
visible that not all wave numbers of the spectrum are equally impor-
tant to the kinetic energy minimization problem. Apparently, shorter
waves, though not dominant in the spectrum, provide more input for
it. This is due to the inevitably larger error VBM dispersion relation
has for the shorter waves.

In a sea the waves are usually generated by wind. There is a number
of spectra estimates for realistic wave fields developed fully or partially
in the sea. Here we use one of them, the so-called JONSWAP spectrum
[1], which represents the realistic spectrum of a wave field, according
to the data collected in the North Sea.

The expression for the JONSWAP spectrum is

2 4
S(w) = % exp [—Z (%) ] v, (127)

C=
r=exp e |-

Here wy, is the peak (angular) frequency, connected in a standard way
to the peak period T,, wp = 27/Ty. The intensity of the spectrum «
affects the total energy; we take & = 0.0081. The skewness parameter
o defines the left- and right-sided widths: ¢ = 0.07 for w < wp and
o = 0.09 for w > w). The “peak enhancement” factor -y is what differs
the JONSWAP spectrum from another well-known Pierson-Moskowitz
spectrum [6]; we take v = 3.3. For calculations we use the fixed signif-
icant wave height Hy,0 = 3 m.

While varying the peak frequency w), of JONSwWAP spectra, we use
the kinetic energy criterium (74) for calculations of the optimal fre-
quency v; for the one-profile VBM with cosh-profile. In Figure 34 we
plot two JONSWAP spectra for the peak periods T, = 9 s and T), = 12
s. Also in the same figure one can see the optimal frequency depen-
dence on the spectral peak frequency for three different depths. Note,
although the spectrum itself does not depend on depth, the optimal
frequencies do depend on depth. We can observe that the optimal fre-
quency is almost two times greater than the peak frequency of the
spectrum.

where
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o N » O ®

W Opeak

Figure 34: On the left: JOoNswAP spectra with the peak periods T, = 9 s and
Ty = 12 s. On the right: optimal frequency vy for the one-profile
VBM, depending on the peak frequency w,. Three curves corre-
spond to different depths: 20 m (dashed), 30 m (solid) and 50 m
(dotted). Two circles show the spectral optima for the peak periods
Ty =9 sand T, = 12 s. The significant wave height H,,o in all cases
is fixed and equal to 3 m.
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