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Over the last ten years it has become clear that Bayesian inference can behave quite badly
under model misspecification, i.e., if the true data generating process is not in the model.

This has been shown through simulations in parametric Bayesian (generalized) linear regres-
sion in e.g. Van Ommen & Grünwald (2017) and De Heide et. al. (2020). Grünwald and
Langford (2007) exhibit a non-parametric classification setting in which the posterior never
concentrates on the unique distribution closest to the true data generating process in KL
divergence.

In this project, we are going to investigate whether we can recover the same problem in
simulations with non-parametric Bayesian regression, e.g. a Dirichlet or Gaussian process.
We then are going to investigate whether the problem can be solved by exponentiating the
likelihood with a learning rate η, which, if chosen small enough, should fix the problem.
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