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Abstract

We study the effect of a Gaussian firing rate function on the dynamics of a neural network
of coupled Wilson-Cowan equations. Bifurcation analysis shows that an extra stable high ac-
tivity equilibrium exists in addition to the normal behavior. Two populations are coupled by their
excitatory subpopulations and a bifurcation analysis shows periodic solutions, some of which
are not found using the original equations. Simulations with a large network of coupled pop-
ulations show activity spread from a stable high activity population which drives the network.
Using a propagation delay between populations, we analyze the stability of the various periodic
solutions. It is shown that the coupling strength and propagation delay have a large influence
on the stability of these periodic solutions. We classify patterns and link their appearance with
the coupling strength and time delay in a large network of populations.
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CHAPTER 1
INTRODUCTION

Worldwide almost 65 million people suffer from epilepsy, a neurological disease with charac-
teristics that are currently difficult to understand. Epilepsy is a disorder characterized predom-
inantly by recurrent and unpredictable interruptions of normal brain function called seizures,
with a seizure a transient occurrence of signs and/or symptoms due to abnormal excessive
or synchronous neuronal activity in the brain [1]. The disease can roughly be divided into
two groups based on the type of seizures [2]: Generalized and focal epilepsy. Research into
the disease is carried out either in vitro (human or animal tissue) or in vivo (animal or clinical
studies). Computational models can be of additional help in understanding the disease.

A recent experiment that recorded local field potentials in the core of an epileptic focus
using an array of micro-electrodes, showed a Gaussian relationship between the inverted low
frequency component of the potentials (L-LFP) and a multi-unit firing rate metric (Figure 1.1).

Based on these experimental results we want to
create a model that incorporates the Gaussian rela- A _ B tow Frequeney Loca it poteral (L5P)
tionship and analyze the fundamental changes in the = %
dynamics as a result of this different relationship. fimb

The brain consists of a large number of widely con- *
nected neurons, with short- and long-range connec- . | ‘
tions. Many models for individual neurons have existed —

120

for some time (e.g. [3; 4; 5; 6]) and have been ana- zw
lyzed extensively (e.g. [7; 8]). Since micro-electrodes .,
measures the activity of thousands of neurons the de-
tails about individual neurons are omitted. Looking at " Lo
a macroscopic level neurons form neuronal networks
and epilepsy can be seen as the result of “odd” activity
of an interconnected neural network [2]. Modeling this
experiment as a large number of neuron models is thus not required. Instead, Mean-field or
neural mass models can be used to represent a large number of neurons. In this case results
are more easily computed and interpreted than networks of a large number of single neuron
models. With these type of models we look at the average behavior of populations of neurons.
Many different neural mass models have been created (e.g. [9; 10; 11; 12; 13; 14]) and are
most often described as nonlinear integral-differential equations. In this study we use the so
called Wilson-Cowan equations as a basis to model our neural network.

Much mathematical analysis has been done on the equations since the model was first
published in 1972 [15]. A bifurcation analysis shows the different types of behavior and bifur-
cations this simple model has [16]. The Gaussian relationship between the L-LFP and firing
rate metric is modeled by switching the sigmoid for the Gaussian firing rate function in the
equations. The firing rate function maps input current into a firing rate. Most neural mass mod-
els assume that single neurons begin firing, based on a mean threshold and some variance
[17], and use a corresponding sigmoid or threshold firing rate function (e.g. [9; 12; 13]). Mod-
els for single neurons, however, show that with high input current, an individual neuron has a
depolarization block at which the neuron stops firing [7; 18]. A Gaussian shaped firing function
takes the block of neurons into account and maps high input current onto a low firing rate. The
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Figure 1.1: Experimental recordings



effect of the shape of the firing rate function has been studied [19], but a Gaussian shaped
function has not been used in this context.

Focal-onset start from a small region and spreads subsequently to other regions [1]. Addi-
tionally, recent micro-electrode array recordings showed that propagation of neural activity oc-
curs at a spatial scale below the size of a conventional electroencephalogram (EEG) [20].This
justifies the use of a spatially extended network of multiple Wilson-Cowan populations to model
the seizure in addition to a temporal evolution. Networks of populations have been studied (e.g
[21; 22; 23]) and showed spike-wave discharges and activity waves when networks were spa-
tially coupled.

A modification of neural networks is the incorporation of delays [24; 25; 26]. The finite
traveling speed of action potentials, transformations from electrical to bio-chemical signals and
the spread of post-synaptic potentials in a neuron give reason to model spatially extended
systems with time delays [27]. It has been shown that a delay can generate new dynamics not
present without a delay. The micro-electrodes on the array are placed in a grid. We choose to
incorporate a time delay in the model to represent the finite time an action potential needs to
travel from one electrode on the grid to another.

In this study we look at a network of coupled Wilson-Cowan equations that uses a Gaussian
firing rate function. The network has a propagation delay between populations and EEG output
is modeled as the average current into three populations.

In chapter 2 we give the mathematical model. In chapter 3 we analyze the effect of using
a Gaussian firing rate function in a network without propagation delays. The effect of incorpo-
rating a propagation delay between populations is studied in chapter 4. Finally, we discuss the
results in chapter 5.

Research questions

In this study we try to answer the following questions:

e What is the effect of using a Gaussian firing rate function on the dynamics of the Wilson-
Cowan model?

e What is the effect propagation delays between excitatory populations on the stability of
periodic solutions in a network of Wilson-Cowan populations?



CHAPTER 2
MODEL DESCRIPTION

This study models a neuronal network as a set of coupled neural mass populations including
spatial nearest neighbour interactions. Each local population is governed by the Wilson-Cowan
equations, consisting of an excitatory and inhibitory subpopulation. The inhibitory subpopula-
tion receives self-inhibition in addition to an excitatory current from the excitatory subpopula-
tion. The excitatory subpopulation receives self-excitation, an excitatory current from its neigh-
bors and an inhibitory current from the inhibitory subpopulation. Each current has a strength
wx _y that translates activity into current. Propagation delays between the excitatory subpop-
ulations is also incorporated. The Wilson-Cowan equations are given by:

{ E, =-Ey+(1- Ey)Fe(JE,),
I, =D+ (- I)Fi(Jy),

where k = 1...N and the Gaussian firing rate functions (FRF) are given by:
_ JE, —Fe 2 0—Fy 2
FE(JEk) =exXp\ — ( Foq ) —eXp\ — ( E.q ) )
Jr —Ia\ 2 _ 2
= (- (25 e (- (2.

or in the sigmoid case:

{ FE(JEk) = (1 + exp (_ESSlope (JEk - ESG)))_l - (1 + exp (ESSlopeESG))_l 5
Fi(Jr,) = (1+exp(—Tssiope (J1, — I159))) " — (1 + exp (Issiopelsg)) ",

with input currents,

{ JEk = wEEEk;(t) — U)[Efk(t) + oszE(Ek_l(t — T) + Ek+1(t — T)) + B,
Jr, =wprEg(t) —wirly(t),

where E}, and I}, are the activity of the kth excitatory and inhibitory subpopulations respectively.
The functions Fr(Jg, ) and F(Jg,) are the firing rate functions, which can be Gaussian shaped
or sigmoid, with as argument J the input current for the specific subpopulation. The constants
wge, W, wrr, wrp Weigh the activity from the different sources. All excitatory subpopulations
receive the constant background current B. An additional coupling strength between excitatory
subpopulations is given by a. The propagation delay = between the excitatory subpopulations
is the time that it takes for a signal to reach it neighbors. In the first part of this study this delay
is zero. We model the EEG output as the average current. Figure 2.1 shows an schematic
overview of the model and the values for the parameters are given in table 2.1.



Figure 2.1: A schematic overview of the model.
propagation delay 7, to its neighbors through its excitatory subpopulation. We model EEG
output as the average current over three populations. Solid: Excitatory connections; Dashed:
Inhibitory connections.

Each E-I pair is coupled, with or without

Parameter | Description Standard value | Varies

WEE Weight of current between excitatory populations 16

wrr Weight of feedback current of the inhibitory populations 3

WIE Weight of current from inhibitory to excitatory populations 12

WEy Weight of current from excitatory to inhibitory populations 18 X

Ey Mean of Gaussian FRF of excitatory populations 7

Iy Mean of Gaussian FRF of inhibitory populations 5

Esp Standard deviation of Gaussian FRF of excitatory populations | 2.1

Isp Standard deviation of Gaussian FRF of inhibitory populations | 1.5

Esy Mean of sigmoid FRF of excitatory populations 5.2516

Isg Mean of sigmoid FRF of inhibitory populations 3.7512

Essiope Slope of sigmoid FRF of excitatory populations 1.5858

Issiope Slope of sigmoid FRF of inhibitory populations 2.2201

B Background current of excitatory populations 2.450r 3 X

@ Connection strength between excitatory populations 0.1 X

T Propagation delay between excitatory populations 0 X
Table 2.1: The parameter values are based on earlier modeling studies [9; 10; 16; 21]. The

values for the sigmoid FRF are chosen such that both FRFs have the same slope at half
activitation.



CHAPTER 3
DYNAMICS WITH A GAUSSIAN FIRING
RATE FUNCTION

In this chapter we discuss the effect of a Gaussian firing rate function (FRF) on the dynamics
of the Wilson-Cowan (WC) populations. In the original WC equations it was assumed that
each individual neuron had a threshold after which a neuron would respond to excitation and
start firing. Integrating the firing rate of individual neurons over the relevant domain yields a
sigmoid population FRF. If we incorporate the effect of an upper threshold for depolarization
block the corresponding population FRF is Gaussian shaped. Here we assumed that after the
upper threshold the individual neuron immediately stops firing. Figure 3.1 shows this result.
Inhibitory cells are more easily activated than excitatory cells and thus the resulting firing rate
functions are shifted to the left compared to the excitatory functions. The right figure shows
the Gaussian and sigmoid functions used in our model. The parameters for the sigmoid are
chosen such that the slope at the half activation point is identical to the Gaussian.

The WC equations are nonlinear and thus their dynamics can not be studied in the same
way as with linear differential equations. In this report we use bifurcation theory to study the
nonlinear Wilson-Cowan equations with a Gaussian FRF (WCG). Bifurcation theory in differen-
tial equations looks at the qualitative structure of the dynamics. By using bifurcation theory on
dynamical systems we try to find the parameter values at which behavior changes qualitatively.
For terminology and definitions of bifurcations we refer to [28]. A previous study computed a
bifurcation diagram, using a sigmoid FRF, with the background current and the coupling from
the excitatory to inhibitory population as free parameters. Using these two free parameters is
adequate to describe the dynamics of a single £ — I pair. Indeed, with the background cur-
rent as a free parameter we can directly influence the excitatory subpopulation, while with the
excitatory to inhibitory coupling we can influence the inhibitory subpopulation, independently
from the background input. In line with this study we make a bifurcation diagram, using the
Matlab package Matcont [29], varying the same parameters and compare it to the bifurcation
diagram with the fitted sigmoid curve. Phase plane portraits are made, using Pplane8 [30], for
all regions with qualitative different behavior for the WCG equations. We use the bifurcation
diagram and phase portraits to choose parameter values such that the effect of the Gaussian
FRF is clear and oscillatory behavior is possible.

If two WCG populations are coupled, the interaction between them can generate new dy-
namics. The coupling strength between two WCG populations determines the amount of activ-
ity that is sent between the neighboring excitatory subpopulations. Bifurcation diagrams with
the coupling strength as the active parameter are made for two cases with different background
current. These diagrams will show the symmetry, stability and existence of equilibria and ex-
trema of the periodic and quasi-periodic solutions. We study the effect of the Gaussian FRF
on the dynamics of the coupled populations using time series and the bifurcation diagrams.

Based on the analysis done for a single and two coupled populations, parameters are
selected and simulations are done for a large number of coupled WCG populations. In these
simulations we will look at the existence of certain patterns and invariant sets in this larger
network. For several simulations the average input current over 3 populations is plotted which
models EEG output.
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Figure 3.1: Left: Heterogeneity in firing onset for individual cells leads to a sigmoidal population
FRF. Middle: Including the effect of heterogeneous thresholds for depolarization block leads
to a population FRF with a maximum. Right: The FRFs used in this paper. Solid: Gaussian;
Dashed: Sigmoid; Blue: Excitatory; Black: Inhibitory

3.1 A single E-I population

Here we look at a single E-I population. We first draw a comparison in the phase-planes of
the WCG and the WC equations with the parameter values from table 2.1. Figure 3.2 shows
the phase plane and their nullclines. The excitatory nullclines look similar in this region for the
chosen parameter values except that for high values of E the nullcline turns more sharply. The
inhibitory nullcline shows that with a Gaussian FRF the curve turns downward for high values
of E. Due to this turn the inhibitory nullcline crosses the excitatory nullcline two more times
compared to the sigmoid nuliclines. The two resulting equilibria do not exist in the sigmoid
case. Of the two extra equilibria one is a saddle and the other a stable node. The stable node
has high excitatory and low inhibitory activity. The saddle has both high excitatory and high
inhibitory activity.

The additional steady state is a robust feature coexisting with the normal dynamic reper-
toire of the WC model with a sigmoid FRF. Figure 3.3 shows for three different values of wg;
bifurcation diagrams for varying B with the excitatory activity on the vertical axis. The values
of wg; are chosen such that we cross several bifurcations in case B and C. In case A the
dynamics are similar to the dynamics with a sigmoid FRF, because the high activity equilibrium
does not exist for any value of B in addition to the normal dynamic repetoire.

Case A

For B < 1.93 the low activity equilibrium is the only equilibrium. At LP; two unstable equilibria
appear via a fold bifurcation. At SNIC another fold bifurcation removes the lower equilibria
and all orbits converge to a stable limit cycle. At H we have a supercritical Hopf bifurcation
and the limit cycle shrinks. At LPs; and LP, we have two fold bifurcations and afterward only a
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Figure 3.2: Nullclines and direction field for a Gaussian (left) and sigmoid (right) firing rate
function. Parameters as in table 2.1 with B = 3 and wg; = 18. Two additional high excitatory
activity states exist in the Gaussian case

low activity equilibrium exists. Increasing B further the equilibrium converges to (E,I) = (0,0).
The bifurcation diagram can be found in figure 3.3a.

Case B

For B < —1.25 the low activity equilibrium is the only equilibrium. At LP; we have a fold bifur-
cation and two high activity equilibria appear, of which the highest one is stable. Two unstable
equilibria come into existence at LP, and at SNIC the lower stable equilibrium disappears.
All orbits then converge to a stable limit cycle or the high excitatory activity equilibrium. At
B = 4.693 we cross a homoclinic bifurcation curve. An unstable limit cycle appears around the
stable limit cycle and both limit cycles disappear when we cross a limit point of cycles curve
(not indicated). At the fold bifurcation L P, two unstable equilibria disappear and all orbits con-
verge to a high activity equilibrium. At LP; and LPs; we have two more fold bifurcations that
remove the high equilibrium and produce a low activity equilibrium respectively. If we increase
B further the equilibrium converges to (E, ) = (0,0). The bifurcation diagram can be found in
figure 3.3b.

Case C

For B < —1.27 the low activity equilibrium is the only equilibrium. At LP, we have a fold
bifurcation and two high activity equilibria appear. At fold bifurcation LP, we have two new
unstable equilibria of which one immediately has a supercritical Hopf bifurcation at H,. At LPs
two equilibria collide and disappear. Now all orbits converge either to the stable limit cycle or
the high excitatory activity equilibrium. The limit cycle disappears at H, due to supercritical
Hopf bifurcation. At B = 5.197 we cross a homoclinic bifurcation curve and an unstable limit
cycle appears. At Hs we have a subcritical Hopf bifurcation that removes the unstable limit
cycle. The fold bifurcation LP, removes the unstable equilibria and all orbits converge to a
high activity equilibrium. We have a new stable equilibrium at the fold bifurcation LP; and at
the fold bifurcation L Ps the high excitation equilibrium is removed. If we increase B further the
equilibrium converges to (E, I) = (0,0). The bifurcation diagram can be found in figure 3.3c.
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Figure 3.3: Bifurcation diagrams for wg; = 13 (top), wg; = 18 (middle) and wg; = 20.5 (bottom)
with a Gaussian FRF. Blue: Stable equilibrium; Red: Extrema of limit cycles; Solid: Stable;
Dashed: Unstable. The dashed black line indicates a homoclinic bifurcation. By Increasing wg;
a fold bifurcation is crossed and two high activity equilibria appear. The dynamics if wg; = 13
can also be found when a sigmoid FRF is used.



Full Bifurcation Diagrams

Figure 3.4 shows the bifurcation diagrams with background activity B and the coupling from the
excitatory to inhibitory population wg; as free parameters. With these free parameters we are
able to show the main determinants of the dynamics, such as the existence of steady states
and periodic oscillations.

For small values of wg; the bifurcation diagrams of the WCG and WC equations look sim-
ilar. For large values of wg; we find in the Gaussian case an extra fold (saddle-node) curve
that corresponds with the two extra high activity equilibria. At this fold curve we also find two
Bogdanov-Takens points, which also exist in the sigmoid case but on a different fold curve cor-
responding to high values of B. From the Bogdanov-Takens (BT) point a Hopf curve emerges
that ends at another BT point. On this Hopf curve there are degeneracies where the Hopf bifur-
cation changes from super- to subcritical. Here limit point of cycle bifurcation curves emerges
that end in points where the saddle along a homoclinic curve is a neutral saddle (NH). The
homoclinic curves emerging from a BT point either end in saddle-node homoclinics (SNIC) or
connect to another BT-point.

For the Gaussian case a characteristic phase portrait is created for all 19 areas, see figure
3.5. Starting from area 1, we find a single stable low activity equilibrium. Crossing the fold
bifurcation into areas 2 or 5 two equilibria appear. In area 2 they have high excitatory activity,
while in area 5 the activity is low. Crossing another fold bifurcation into area 3 two equilibria
collide and only a single stable equilibrium exists. In area 4 we have 3 equilibria with high
excitatory and low inhibitory activity. In area 6 we find 5 equilibria of which 3 are stable. Going
down into area 7 we cross a Hopf curve and a stable limit cycle appears with low activity. Into
area 8 we go over a homoclinic curve and the limit cycle disappears. Down into area 9 we
cross a fold curve and the two high excitatory activity equilibria collide and disappear. When
we cross a homoclinic curve into area 10 a stable limit cycle appears. Crossing a homoclinic
curve into area 11 gives rise to an unstable limit cycle around the stable limit cycle. Going from
area 11 to 12 we cross a Hopf curve and the stable limit cycle disappears. In area 13 we find
an unstable limit cycle and two high activity equilibria. Crossing the Hopf curve into area 14 a
stable limit cycle appears inside the unstable cycle. Going into area 15 we cross a limit point
of cycles curve and both limit cycles disappear. In area 16 we find a stable limit cycle and two
high activity equilibria. Area 17 is equivalent to area 13 and crossing the homoclinic curve from
area 17 into area 18 the unstable limit cycle disappears. In area 19 the only stable invariant
set is the limit cycle. The areas in one of the sets {1,3},{2,4,5,18},{9,15},{10,16}, {11, 14}
and {12,13, 17} are all structurally equivalent. In total we have nine structurally different areas.

Effect of Gaussian FRF on a single population

The main effect of using a Gaussian FRF are the extra high activity equilibria in addition to
the normal behavior we see in the original Wilson-Cowan equations. If the coupling strength
between the excitatory and inhibitory subpopulations (wgr) is large and the background input
B not too big, then the current J; = wgE — wyyl is also large. The reverse is also true: If
wgr is small then the resulting current J; is also small. Due to the symmetric shape of the
Gaussian FRF and that wy; is relatively small, the resulting firing rate will be similar for the
inhibitory subpopulation. This can be seen in the bifurcation diagram from the roughly similar
shapes of the main curves and the large amount of structurally equivalent areas. Only areas
6,7 and 8 have low and high activity equilibria that coexist, because in those areas the main
bifurcation curves overlap. The effect of the Gaussian FRF is most clear for wg; = 18For this
value we find from B = 2 to B = 7 several bifurcations as shown in figure 3.3b.

12



WEI

WEI

40

351

30

25

201

15+ &-"""" defrmm - -
1

101

EE I A \ oy =

14

50

45

40+

351

301

251

201

15

101~

Figure 3.4: Bifurcation diagrams for Gaussian (top) and sigmoid (bottom) firing rate function,
the active parameters are background input B and coupling parameter wg;, other parameters
as in table 2.1. Bifurcation curves are indicated with color: saddle-node (blue), Hopf (red), Limit
point of cycles (black), Homoclinic to saddle (green), Saddle node on invariant curve (yellow).
The red dashed line indicates a neutral saddle curve, which is not a bifurcation curve. Note the
extra saddle-node curve for high values of wg; and low values of B and the different horizontal
scale.
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3.2 Two coupled populations

Here we couple two populations by their excitatory subpopulations. We look at the impact
of the coupling strength on the dynamics of the extended model. An extra parameter for the
coupling strength, denoted by «, is introduced. The input current into an excitatory population
then becomes: Jg, = wgplij — wiply + awgppkj; + B with 4,5 € {1,2},j # i. Based
on the analysis done for a single population we look at two cases: B = 2.45 and B = 3, with
other parameter values as in table 2.1. Figure 3.6 shows bifurcation diagrams with the coupling
strength « as the free parameter and the activity of an excitatory population on the vertical axis.
Asymmetric branches forming from pitchfork bifurcations are linked, that is: If the upper branch
corresponds to the population E4, then the lower branch corresponds to the other population
E5 and vice versa.

We distinguish between symmetric and asymmetric invariant sets, anti-phase and in-phase
periodic solutions and quasi-periodic oscillations.

Case A

Here we use B = 2.45. In this case the parameter set for both single populations corresponds
to area 8 which has 5 equilibria of which two are stable. Activity from a neighboring population
can push a population into area 2 or 16 depending on the value of . Starting at the symmetric
low activity equilibrium (black line) for o < 0 we find at o = 0.332 a fold bifurcation. Following
the branch we find at o = 0.181 a pitchfork bifurcation PF} which spawns two linked unstable
asymmetric equilibria. Continuing the symmetric branch we find at a« = —0.038 a fold bifur-
cation. Shortly after we find PF, at « = —0.035 which spawns another two linked unstable
equilibria. At o = 0.115 we find a Hopf bifurcation (not indicated) which creates an unstable
symmetric limit cycle. We find at « = 0.607 a fold bifurcation and PF3 at o = 0.555. The two
new linked branches have a Hopf bifurcation and create an unstable limit cycle at a = 0.292
before it disappears at o = 0.025 due to a saddle-node homoclinic bifurcation. Continuing the
black symmetric branch we have at « = —0.484 a fold bifurcation and at PF, the symmetric
equilibrium becomes stable again. Following the linked asymmetric equilibria we have LP» at
a = 0.502 where one equilibrium is stable. Around a = 0.2552 the stable equilibrium under-
goes a Hopf bifurcation H, and a stable limit cycle is created. The limit cycle disappears in
a saddle-node homoclinic bifurcation at o = 0.025. The unstable asymmetric curve has two
fold bifurcations after it becomes stable again. The stable high activity symmetric equilibrium
loses stability at PF5. The linked asymmetric equilibria become stable at L Ps. The bifurcation
diagram can be found in figure 3.6a.

Case B

Here we use B = 3. In this case the parameter set for both single populations corresponds
to area 16. For o < 0 we find two stable limit cycles, following the symmetric low activity
equilibrium we find at pitchfork bifurcation PF; at « = —0.28, which spawns two linked unstable
asymmetric equilibria. At « = —0.115 we have a Hopf bifurcation that spawns a limit cycle
which becomes stable after the Neimark-Sacker bifurcation N.S; at « = —0.04 before losing
stability again at o = 0. At @ = 0 the two populations are decoupled and populations behave
as individual populations in area 16. For a > 0 an anti-phase periodic solution is stable until
it loses stability at NS, with @ = 0.044. Here a quasi-periodic solution becomes an attractor.
This attractor follows the curve of the unstable in-phase solution closely, but disappears slightly
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earlier at a = 0.128. This is because the attractor attains a higher maximum than the in-
phase solution. At o = 0.1305 the in-phase periodic solution disappears due to a homoclinic
bifurcation. Continuing the symmetric branch we find at « = 0.5, —0.56 fold bifurcations and
at o = 0.465, —0.535, 1.047 pitchfork bifurcations PF;,, PF3 and PFy. The corresponding linked
asymmetric unstable branches are equivalent to those found at PF3, PFy and PF5 for B =
2.45 respectively. Between PF3 and PF, the symmetric equilibrium is stable. The bifurcation
diagram can be found in figure 3.6b.

Effect of the Gaussian FRF

For the linked asymmetric high-low activity stable limit cycle found for both B = 2.45 and
B = 3 a time series is shown in figure 3.7. The figure also shows the input currents into
the subpopulations and their dynamical range on the FRF. For the high activity population the
excitatory and inhibitory subpopulation have high and low activity respectively, while for the
low population both the excitatory and inhibitory subpopulations have both low activity. The
excitatory subpopulations are in anti-phase while the inhibitory subpopulations are in-phase.
This is due to the nature of the Gaussian function. If the inhibitory subpopulations receive
enough activity to be on the right half of the Gaussian, then extra activity from the excitatory
subpopulation is mapped onto a lower firing rate and thus less inhibitory activity. This also
happens between the excitatory populations. If both subpopulations have a dynamic range on
the left or right half on the Gaussian, they are in-phase or in anti-phase respectively.

This figure also shows why the high activity is stable. Suppose a population has high
excitatory activity, then the inhibitory subpopulations receives a lot of input current since wg;
is large. This input current is mapped onto a small firing rate and thus the inhibitory activity
is and stays small. The excitatory subpopulation then receives a small inhibition current and
due to its self-excitation current stays at a high activity level. This high activity equilibrium
is thus stable for a single population. Now suppose we receive an extra input current from
a neighboring population while the population is in the high activity equilibrium. The current
into the population is now larger and mapped onto a lower firing rate and thus the excitatory
population becomes less active. This is counteracted by the self-excitation current. Lower
activity means less self-excitation and thus the input current becomes smaller. This in turn is
mapped on a larger firing rate and thus higher activity. The self-excitation and the neighboring
current will balance themselves out and the population will settle on a slightly larger input
current and corresponding lower activity. Indeed, figure 3.6b shows that the high excitatory
activity of the unstable asymmetric equilibrium decreases if the coupling strength becomes
larger.

A time series along with its projection on the (E1, Es) of the quasi-periodic solution from
figure 3.6 is shown in figure 3.8. The time series suggest that the series first stays near the
anti-phase solution, from which it escapes to the in-phase solution for a time and returns back
to the anti-phase solution and so on. Increasing «, we find that the solution disappears via a
global bifurcation and jumps to the high-low activity anti-phase solution.

16
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oscillations only the extrema are indicated. Thick solid and thin dashed lines indicate stable
and unstable solutions respectively. At each pitchfork bifurcation (PF) two branches appear of
which one corresponds to E; and the other to Fs or vice versa.
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3.3 Multiple populations

The previous sections showed that due to a Gaussian FRF a new high activity equilibrium ex-
ists. This equilibrium in turn forced its neighbor to oscillate as shown in the previous section.
Here we use this high activity population as a driver to the whole neural network. All popu-
lations start in low activity and we stimulate one population enough to force it into the high
excitatory activity stable equilibrium. The stimulated population is chosen such that it is next to
the middle to avoid symmetry in the network. Figure 3.9 shows the spread of activity through
the network.

For a background current B = 2.3 the populations are located in area 2 in figure 3.4 where
the low and high activity equilibria are the only invariant sets. The high activity population
provides sufficient input current to bring its neighboring populations into area 16, where only a
stable limit cycle exists for low activity. These oscillations are not strong enough to force their
neighbors into this area and thus the activity does not spread. If the background current B =
2.45 only a small additional current into a population is needed for it to start oscillating. Thus,
oscillations start to ride on the background input. For large coupling strength « and large B, the
network reaches a steady state in which the populations are active in an alternating pattern.
This is a direct effect of the Gaussian FRF: Due to symmetry of the function high and low
currents are mapped onto a similar firing rate. The high background current forces populations
into the high activity stable equilibrium. The high coupling strength in turn forces the high
activity populations into a depolarization block. These two mechanisms balance each other out
and results in the alternating pattern. The right side of figure 3.9 shows the average of the input
currents for the excitatory subpopulations over 3 neighbors. For B = 2.45 we see that every
so many cycles three or more populations are activated and start oscillating. These waves
end when they reach the boundary or when several populations are active simultaneously as
occurs around ¢t = 152 or t = 183. For the other two cases the output does not change spatially
over time once stimulation is terminated.

The dynamics shown in 3.9 are a subset of all possible dynamics. Other dynamics such
as the global low or global high activity equilibria correspond to the network being in a resting
or highly active state respectively. Bumps in activity can also exist for several populations
simultaneously. Each of these bumps drives the system and interactions between expanding
activity generates new dynamics. The "random” activity pattern found in [22] also exist if a
Gaussian FRF is used, because these dynamics coexist with the extra dynamics incorporated
in the WCG network. The transient behavior and local extinction of activity in this pattern is
related to the quasi-periodic solution seen in figure 3.8.
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CHAPTER 4
DYNAMICS WITH A PROPAGATION DELAY

In this chapter we study the effect of using a propagation delay for activity between populations
on the dynamics of a network of Wilson-Cowan populations with a Gaussian firing rate function.
The addition of a propagation delay turns the nonlinear WCG differential equations into delay
differential equations. With a delay differential equation the derivative of a function depends
on the state of the function some time ago, i.e. the history. In this model a fixed delay is
used to transfer activity from one excitatory subpopulation to its neighbor(s). In the previous
chapter we found different kinds of oscillations. Some of the oscillations only existed when
a Gaussian firing rate function was used, such as the driving population and its oscillating
neighbors. Other solutions also existed when a sigmoid firing rate function was used, such as
the in-phase, anti-phase and quasi-periodic solutions. Depending on the background current
and coupling strength between excitatory populations these solutions existed simultaneously
with the high-low activity oscillations in the case of two coupled populations.

Here we will look at the existence and region of stability of the periodic solutions in a small
network of two coupled populations with a propagation delay. We use the Matlab package
DDE-BIFTOOL [31] to continue the periodic solutions in the time delay + and coupling strength
« and look at the stability. An analysis on the region of existence and stability is done and is
compared to the system without a propagation delay.

Continuing the structure in the previous chapter we look at a large network of populations
with a propagation delay. Simulations are made to link the results of the network of two coupled
populations to this larger network. Different types of activity patterns are shown and classified.
A classification diagram is made to show which dynamics are most prevalent for pairs of = and
Q.

4.1 Two coupled populations

Here we look at two coupled populations with a propagation delay for transfering activity. Look-
ing at the case without a propagation delay we find in-phase (IP), anti-phase (AP), a-periodic
and high-low (HL) activity oscillations. Each of these oscillations exists in a certain parameter
range of background current B and coupling strength «. In accordance to the structure of the
previous chapter we determine the region of stability in two cases: B = 2.45 and B = 3. The
region of stability is a subset of the region of existence. By simulating two populations, using
dde23 in Matlab, we look for the periodic solutions for certain  and «. In this study we chose
to to scan the (7, «)-space along 32 lines for 7 = § with £ = 0...32 and look at the stability of
each computed point. Figure 4.1 shows the bounds in which the periodic solutions are stable
for B =2.45and B = 3.

Case A

For B = 2.45 the HL solution is stable for all 7 € [0, 8]. The upper bound for « changes with 7
and the period is around 2. If & becomes too large the low activity population receives enough
input current to jump to the high equilibrium and the periodic solution ceases to exist. The
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upper bound for « in which the solution is stable is related to the period. The upperbound is at
its maximum if the solution is in anti-phase a time length = ago. Because the resolution of the
grid is poor this is only roughly true for the peaks in the figure. The upper bound converges
to o = 0.25 if 7 becomes large. The lower bound for o = 0.028 comes from the homoclinic
bifurcation and is also found in the case without a propagation delay. If the coupling strength
is too small, the high activity population does not provide enough current for the low activity
population to cross the bifurcation curve. The delay does not matter because the high activity
equilibrium is stable without extra current from its neighbor. The AP solution is not stable for
T < 0.4. For 7 € [0.4,6.8] the lower and upper bounds of alpha show where the solution is
stable. At « = 0.4 and « = 6.8 the periodic solution vanishes due to a homoclinic bifurcation.
The IP solution does not exist for B = 2.45. The figure can be found in figure 4.1a.

Case B

For B = 3 the HL solution is stable. The existence does not depend on 7, but the stability
boundary strongly on «. On the upper bound the period of the solution is around 2. The time
delay between two peaks of the upper bound for alpha is approximately 1.5. The lower bound
is smaller than zero and is not shown. The AP solution is stable for = > 0 depending on the
value of a. The upper bound also slowly oscillates. At 7 = 1 the solution becomes stable
for certain values of a. The region of stability for the IP solution looks similar to the region
of the AP solution, but shifted to the right. A time delay of half a period corresponds to an
input current of an anti-phase solution and explains their similarity . The lower bounds for the
solutions are smaller than zero and not shown. Simulations, starting from random low activity
history, show that the anti-phase and in-phase region of attractions change when the delay
changes. Simulations for a certain parameter pair always go to either the anti-phase or the
in-phase solution for low «. For intermediate « the quasi-periodic solution becomes dominant,
while for large « the populations either go to the high-low periodic solution or the symmetric
high activity equilibrium. The figure can be found in figure 4.1b.

Figure 4.2 shows the in-phase and anti-phase periodic solution. The activities are constant
for the history ¢ € [—7,0] and are chosen randomly with Ej, I, € [0,0.25];k = 1,2. The time
series converges to the in-phase or anti-phase solutions. For these parameter values the
region of attraction of the anti-phase solution is much larger. This is one of the few regions in
which solutions for both the anti-phase as in-phase solutions could be found.
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Figure 4.3: Classification of patterns after starting from random low activity history for various
7 and «a. Left: Small time delay; Right: Large delay. The figure on the left shows that quasi-
periodic and bump activity disappears for a medium delay. The right figure shows that the
in-phase solution becomes stable for a large delay. Dark blue: Low stable equilibrium; Yellow:
Quasi-periodic; Light blue: Anti-phase; Green: In-phase; Red: Local bump in activity; Dark
Red: High activity for all populations.

4.2 Multiple populations

The regions of stability found in the two populations do not directly transfer over to a network
with multiple (> 2) populations, since in a larger network a population receives input current
from two neighboring populations. An analytic approach to analyzing this network is outside
the scope of this study, due to the computational requirements needed for all the computations.
Instead we classify patterns and record their appearance for a range of values of o and .

We simulate 25 connected populations with the boundary populations connected to each
other, thus the network forms a circle. Each population starts with random low activity history
(Ex(t), Ix(t) € [0,0.25] for t € [—7,0] with £ = 1...25). For each {7, a} pair 4 simulations are
made and each pair is classified according to the most prevalent dynamics. For the classifica-
tion we looked at the state the network was in for ¢ € [100,200]. In the case that certain activity
patterns coexist more simulations were done to determine a dominant pattern. Nonetheless
this classification method only gives a qualitative estimate for certain patterns to appear.

In figure 4.3 we show the classification for each {r,a} pair. We distinguish between the
patterns found in figure 4.4 in addition to the global low and high activity equilibria. For a small
time delay = < 0.6 we see that the quasi-periodic and activity bump pattern are prevalent for low
and high « respectively. Around 7 = 0.6 we see that the anti-phase pattern becomes dominant
for medium «. If we increase 7 further we see that the global high activity equilibrium becomes
more dominant for a larger range « at the expense of the anti-phase pattern. The classification
does not change much until we reach = = 4 where the in-phase solution becomes common in
the simulations for a small range of a.

Figure 4.4 shows the patterns the can appear for various = and « in addition to the global
low and high activity equilibria. Figure 4.4a shows local bumps in activity. These bumps are
stable and drive the system and can be linked to the HL periodic solution in the two popu-
lation case. Figures 4.4b and 4.4c show the anti-phase and in-phase pattern. Their period
increases with the time delay. The more chaotic pattern in the figure 4.4d could come from
the quasi-periodic solution found in the analysis of two population without delay. We see that if
populations synchronize locally activity extinguishes. Examples of this synchronization can be
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found at ¢ = 60, 160. The quasi-periodic solution from Figure 3.8 for two populations showed
that the populations approach the in-phase before returning to the anti-phase solution. This
could explain the synchronization in the larger network. If populations synchronize they reach
their minimum in oscillations at the same time and do not receive enough input currents from
its neighbors to keep oscillating.
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Figure 4.4: Different patterns in a neural network for (a) {« = 0.15,7 = 0.2}, (b) {a =0.12,7 =
2}, (€) {a =0.12,7 =5} and (d) {a« = 0.12,7 = 0.2}



CHAPTER 5
DISCUSSION

In this study we have investigated the dynamics of a neural network governed by the Wilson-
Cowan equations. In particular, we have chosen a Gaussian firing rate function, rather than the
default sigmoid. Also, a propagation delay between the excitatory subpopulations was added.
Some of the attractors we found using bifurcation analysis have been found in earlier studies
for the case with zero propagation delay. When a Gaussian shaped firing function is used, an
additional high activity is shown to exist. With multiple coupled populations this high activity
population provided enough drive for surrounding populations to start oscillating. For certain
parameter ranges one driving population could spread activity throughout the whole network.

The Gaussian firing rate function was motivated by observations of ictal activity using a
Utah array. An experimental firing rate function could be determined using the low-frequency
component of the local field potential to represent synaptic input, and the high-frequency com-
ponent as spike output. For some cases this showed a nonmonotone relationship suggesting
the choice for the Gaussian function. The experimental curve with low-frequency local field
potential (L-LFP) plotted versus the high frequency components as a firing rate index suggests
that beyond the maximum a plateau is reached, not unlike a depolarization block. For sim-
plicity we have modeled the firing rate function as a Gaussian such that it returns to zero for
high input current. With a certain set of parameter values, chosen such that the influence of
the Gaussian FRF became most clear, an additional equilibrium with high excitatory and low
inhibitory activity was found. This equilibrium coexists with the usual dynamics found in the
sigmoid case. In this high activity equilibrium the inhibitory population receives enough input
current and the inhibitory firing rate is low due to the shape of the FRF. This inhibitory firing
rate is low enough for the excitatory population to receive low inhibition and thus remain highly
active. This behavior of the inhibitory subpopulation could be seen as a depolarization block
on a neural mass level. Due to the Gaussian shape the activity and input current vary much.
Oscillating high activity populations receive an large input current with low amplitude, while its
oscillating neighbors receive a relatively small input current with large amplitude.

The dynamic range of the excitatory firing rate function was just after the peak in the Gaus-
sian, not unlike the experimental curve. The nuliclines of a single E-I pair show that the Gaus-
sian shape of the inhibitory subpopulation is more important than the shape of the excitatory
subpopulation. A sigmoid firing function for the excitatory population would probably suffice to
create similar dynamics, since the shape of the nullcline is not qualitatively different from the
Gaussian one in the used domain.

The bifurcation analysis for two coupled local populations without propagation delay showed
multiple stable attractors. In-phase, anti-phase and quasi-periodic periodic solutions have been
found around a low steady state, their existence depending on the coupling strength «. These
periodic solutions also exist in the sigmoid case. Another asymmetric stable equilibrium in
which one population has high activity and the other low activity exist for high and low coupling
strength. If an intermediate coupling strength is used the lower population starts to oscillate
which forces the high activity to oscillate as well. The high and low activity oscillations have
a small and large amplitude respectively. This stable equilibrium and periodic solution does
not exist when a sigmoid function is used. In a larger network of coupled populations this
equilibrium or periodic solution can act as a driving force to nearby populations.
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We explored with a propagation delay between the excitatory the subpopulations region
of stability for periodic solutions. The in-phase low activity solution became stable if a large
propagation delay was added for small background currents. The stability region of the linked
high and low activity oscillations resonated with the period of the oscillations. The existence of
these oscillations depend only the coupling strength and not on the delay. The stability of each
periodic solution is computed on a low resolution grid and thus results are not exact. Also no
differentiation has been made between the different kind of bifurcations these periodic solutions
have. Simulations showed that the region of attraction of the in-phase and anti-phase changed
with the delay. The quasi-periodic attractor has a large region of attraction for parameter ranges
in which both the in-phase as anti-phase solutions are stable.

For larger networks with propagation delay, a link was created between the time delay, cou-
pling strength and the different kinds of stable patterns. With a small delay the quasi-periodic
and local bumps in activity are the dominant patterns. For intermediate coupling strength and
intermediate or high propagation delay the low activity anti-phase solution is the most domi-
nant. Although the in-phase solution is stable, the anti-phase solution has a larger region of
attraction for all but a few parameter ranges. Considering this, the effect of a propagation delay
is important for the region of attractions in neural networks. The quasi- periodic solution for
intermediate coupling strength exists in both the sigmoid as in the Gaussian case. The nature
of this solution could explain the "random” times local extinction of activity occurs, since the
solution skirts close to the in-phase solution, in which case the activity dies out locally if the
background input is small. A further study of the nature of this solution could be done.

Epilepsy is characterized by transitions between normal and ictal activity. Although for
certain parameter ranges our model produces transient activity, as with the quasi-periodic so-
lutions, in general the model does not provide internal means to switch between those states.
The different patterns found in the larger network are very stable and transitions between
them are rare. Global parameter transitions however, could force a switch between differ-
ent states. Influential parameters are the background current B, local connectivity wg; and
coupling strength «. Local or global stimulation patterns, adaptation and synaptic plasticity
between subpopulations or populations could force transitions between states through new
dynamics.

The actual micro-electrode array used in the experiments uses a 2D grid with electrodes.
In our model however, we use a 1D grid. A study using the sigmoid firing rate function showed
some possible dynamics of the network [22]. Here an external oscillation introduced to the
center population formed waves of activity. With a Gaussian function a driving population
instead could produce waves of activity throughout the system.
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