A Domain Specific Language for Performance Evaluation of Medical Imaging Systems
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Abstract

We propose iDSL, a domain specific language and toolbox for performance evaluation of Medical Imaging Systems. iDSL provides transformations to MoDeST models, which are in turn converted into UPPAAL and discrete-event MODES models. This enables automated performance evaluation by means of model checking and simulations. iDSL presents its results visually. We have tested iDSL on two example image processing systems. iDSL has successfully returned differentiated delays, resource utilizations and delay bounds. Hence, iDSL helps in evaluating and choosing between design alternatives, such as the effects of merging subsystems onto one platform or moving functionality from one platform to another.
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1 Introduction

Medical imaging systems (MIS) are used to perform safety critical tasks. Their malfunctioning can lead to serious injury [1]. The safety is, among others, significantly determined by their performance, since imaging applications are time critical by nature. Predicting the performance of MIS is a challenging task, which currently requires the physical availability of such system in order to measure their performance. However, a model-based performance approach would allow to predict the system’s performance already during early design and can thereby shorten the design cycle considerably.

Interventional X-ray (iXR) systems are MIS that dynamically record high quality images of a patient, based on X-ray beams. Design decisions in this domain are of various kinds, such as the possibility of merging of subsystems onto one platform, moving functionality from one to another platform, and assessing whether the system is robust against minor
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Figure 1 Conceptual model of a service system. Measures of interest are obtained using scenarios.

hardware changes. This paper investigates the use of a model-based approach to obtain insight in system performance.

We have decided to build iDSL, a domain specific language and toolbox for performance evaluation of Medical Imaging Systems, on top of MoDeST [8], which recently has been extended to support the modelling and analysis of Stochastic Timed Automata (STA) using PRISM [17] and UPPAAL [18] as well as discrete-event simulation using MODES. This decision has been taken because of the expressiveness of STA and because MoDeST allows to use both analytical and simulation techniques.

We have designed the Domain Specific Language iDSL tailored towards MIS. iDSL adheres to the Y-chart philosophy [15], which separates the application from the underlying computing platform. It further uses hierarchical structures like the performance evaluation tool HIT [3]. And finally, iDSL can automatically generate design alternatives. We have constructed automated transformations from iDSL to different MoDeST model variants, each taking full advantage of the capabilities of the underlying evaluation tools, i.e., PRISM, UPPAAL and MODES. While these tools have been used widely for performance evaluation of embedded systems [13, 12, 16], to the best of our knowledge they have not been used for evaluating the performance of MIS. Finally, we use GraphViz [7] and GNUplot [20] to present performance outcomes graphically.

As for related work, [14, 19] apply model checking with UPPAAL on real-time medical systems to address safety. A study in which PRISM is used, addresses quantitative verification of Implantable Cardiac Pacemakers [5], which are time critical systems. [11, 21] evaluate the performance of iXR systems based on the Analytical Software Design (ASD) method.

The Octopus Toolset [2] provides various tools for the modelling and analysis of software systems in general, whereas iDSL is specifically designed for MIS. Earlier work [10, 22] proposed a simulation-based approach using POOSL [6], leading to average values.

This paper is further organized as follows. Section 2 describes the conceptual model of iDSL. Section 3 specifies the constructs and relations that constitute the iDSL language. Section 4 covers the functionality and usage of the iDSL tool. Section 5 concludes the paper.
Figure 2 The IP ProcessModel (left) and IP ResourceModel (right) visualization are automatically generated from the iDSL code.

2 Conceptual model

This section describes the conceptual model that forms the basis of iDSL (see also Figure 1).

A service system, as depicted in the upper right block, provides services to service consumers in its environment. A consumer can send a request for a specific service at a certain time, after which the system responds with some delay.

A service is implemented using a process, resources and a mapping, in accordance with the Y-chart philosophy [15]. A process decomposes high-level service requests into atomic tasks, each assigned to resources through the mapping (from which we abstracted in the figure). Hence, the mapping forms the connection between a process and the resources it uses. Resources are capable of performing one atomic task at a time, in a certain amount of time. When multiple services are invoked, their resource needs may overlap, causing concurrency and making performance analysis more challenging.

A scenario consist of a number of invoked service requests over time to observe the performance behaviour of the service system in specific circumstances. We assume service requests to be functionally independent of each other. That is, service requests do not affect each other’s functional outcomes, but may affect each other’s performance implicitly.

A study evaluates a selection of systematically chosen scenarios to derive the system’s underlying characteristics. Finally, measures of interest define what performance metrics are of interest, given a system in a scenario. Measures can either be external to the system, e.g., throughput, latency and jitter, or internal, e.g., queue sizes and utilization.

3 Language constructs

We now demonstrate how to use iDSL by implementing an example Image Processing (IP) system. We have included the grammar of the iDSL language as reference at the end of the paper (see Figure 9). The iDSL language contains six sections, i.e., Process, Resource, System, Scenario, Measure and Study. The former three sections specify the functioning of the service system, whereas the latter three sections describe the way the system performance is assessed. iDSL transforms automatically into MoDeST[8] models and we therefore define its semantics in terms of MoDeST code. In what follows, we provide an iDSL instance per section, and the belonging MoDeST code that serves as semantics. In some cases, iDSL also provides an automatically generated visualization using GraphViz.
3.1 Process

A process decomposes a service into a number of atomic tasks, implemented in iDSL using a recursive data structure with layers of sub-processes. At the lowest level of abstraction, the atomic tasks each have a load, i.e., an amount of work, such as the number of CPU cycles.

The process for the example (Table 1 and Figure 2, left) combines seq and atom constructs. At its highest level, it consists of a sequential task that decomposes into an atomic task “pre-processing” with load 50, a sequential task “processing” and an atomic task “post-processing” with load 25. At a lower level, the sequential task “processing” consists of three atomic tasks named “motion compensation” with load 44, “noise reduction”, and “contrast” with load 134. The load of “noise reduction” is drawn from a uniform distribution on [80, 140], at execution time.

In MoDeST, these hierarchies are implemented using layered processes, and the loads as parameters that are used later. The process is triggered via a generator through binary communications.

iDSL additionally supports the process algebraic constructs for parallelism (par), nondeterministic choice (alt), probabilistic choice (palt) and abstraction, as well as a mutual exclusion (mutex) to permit at most one process instance at a time on a certain process part.
3.2 Resource

In iDSL, a resource is defined as recursive hierarchical structure consisting of `decomp` and `atom` constructs, and a binary relation that defines which resources are connected.

The `decomp` construct is used to create decomposable resources, whereas the `atom` construct is used to specify atomic resources. They have a rate that specifies how much load they can process per time unit, e.g., the number of CPU cycles per second. Resources that are connected can perform operations in sequence for one process. The connections further enhance the way resources are visualized and enable high-level input validations.

We model the resource in our example as a composite resource (Table 2 and Figure 2, right). It consists of two atomic resources, i.e., a “CPU” with rate 2 and a “GPU” with rate 5. Additionally, the “CPU” and “GPU” are connected. In the MoDeST code, two processes per resource are created of which we have included the “GPU”. A resource is implemented using binary communications to handle concurrency and a delay to represent the resource being in use, i.e., processing a process. The self-recursion ensures that the resource runs forever. The delay is the quotient of the load and rate, e.g., CPU cycles divided by CPU cycles per second leads to seconds. The second process (with prefix `machine_call`) abstracts communications from the process layer. The MoDeST code reveals that concurrency is currently resolved using non-deterministic choices, in a non-preemptive manner.

Table 3: iDSL and MoDeST code

<table>
<thead>
<tr>
<th>iDSL System code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section System</td>
</tr>
<tr>
<td>Service image_processing_service</td>
</tr>
<tr>
<td>Process image_processing_application</td>
</tr>
<tr>
<td>Resource image_processing_PC</td>
</tr>
<tr>
<td>Mapping assign { ( image_pre_processing, CPU )</td>
</tr>
<tr>
<td>( motion_compensation, CPU )</td>
</tr>
<tr>
<td>( noise_reduction, CPU )</td>
</tr>
<tr>
<td>( contrast, CPU )</td>
</tr>
<tr>
<td>( image_post_processing, GPU ) }</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Generated MoDeST System code</th>
</tr>
</thead>
<tbody>
<tr>
<td>process motion_compensation(real taskload){</td>
</tr>
<tr>
<td>machine_call_CPU(taskload) }</td>
</tr>
<tr>
<td>process image_post_processing(real taskload){</td>
</tr>
<tr>
<td>machine_call_GPU(taskload) }</td>
</tr>
</tbody>
</table>

Figure 3 The IP Service visualization, which is automatically generated from the iDSL code.
A system consists of one or more services. In our example (Table 3), we construct an overall system with one service that combines the already defined process and resource (Figure 2). By defining an additional mapping, we connect them to form a service (Figure 3). In MoDEST, each mapping assignment results into a process that calls a resource.

### Scenario

A scenario is defined as a bundle of services, on one system, that are individually requested over time (Table 4). The times of the requests are defined in terms of the first and second request, respectively 0 and 400 in the example here. Inter-request times are assumed to be constant, 400 in the example. To illustrate the modelling flexibility, we have added another set of service requests, including two \( \text{dspace} \) function calls that are constant within a design instance (to be explained later). In MoDeST, two processes handle the timing. The first (with prefix init) performs the initial delay once. The second then loops forever, with period of the inter-request time, triggering the process once per loop. When the service system fails to respond to a request immediately, a time-out occurs that drops the request.

### Measure

Measures define what performance metric(s) one would like to obtain, given a system in a certain scenario. Different measures might call for different techniques to obtain them, e.g., simulation, model checking or numerical analysis. To illustrate our approach, we specified two measures (Table 5), based on two methods, i.e., MODES [8] based simulations and UPPAAL [18] based model checking. The former uses Stochastic Timed Automata (STA) as its underlying model, while the latter uses Timed Automata (TA). We create specific MoDeST code (Table 5) for each case to combine the STA’s expressiveness and the TA’s model checking capability.
First, simulations provide response times, for a given number of simulations of a certain length. We use 1 run of length 280 in the example. Simulations additionally provide insight in resource utilizations and latency breakdowns. To eliminate non-determinism, we use an as soon as possible (ASAP) scheduler for time, and a uniform resolution for choice [9], which are fixed parameters that iDSL provides to MODES. The ASAP scheduler makes sure that whenever an action is possible, it is performed immediately. The uniform resolution selects one out of multiple actions to perform when their underlying distribution is not specified, with equal probabilities.

In MoDeST, we extend the already given code with both measurement points and properties, for both the latencies and utilizations. Each (sub)process is enclosed by a stopwatch to register a latency value, whereas an actual property retrieves this value for a single latency. Resources are augmented with a cumulative delay counter, retrieved by means of a property after some time, viz., an arbitrary 10000 in the example.

Second, model checking leads to the absolute minimum and maximum response times, given a system and scenario. It does not require parameters in the iDSL language, because its results are universal. The lower and upper bounds are valid when they are respectively lower and higher than all possible outcomes. They are strict when additionally the distance between them is minimal, i.e., the lower bound is the highest valid one and vice versa. iDSL can return bounds that are both valid and strict.

For model checking, iDSL 'downgrades' STAs to TAs [9] automatically, thereby, replacing real numbers by integers, probabilistic choice and infinite distributions by non-deterministic choice, and removing some performance measuring variables to reduce the state-space size. For instance, the uniform function in the process (see Table 1), represented by a continuous probability function in STAs, becomes a non-deterministic, finite choice.

While TAs only support properties with boolean expressions, the absolute values cannot be retrieved using single properties. Therefore, we have equipped iDSL with a binary search algorithm that leads to a solution in \( O(\log(n)) \), with \( n \) the size of the search range. The algorithm consists of two functions, i.e., a LB function to compute lower bound values and a UB function for higher bound values.

LB is a recursive function (Table 6, top) with two parameters, the lower and upper bound of the current range of values. The stop criterion, i.e., the lower and upper bound value are the same, ends the recursion by returning the lower bound value. Otherwise, the range is

---

**Table 5 Measure: iDSL and MoDeST code**

<table>
<thead>
<tr>
<th>iDSL Measure code</th>
<th>Generated MoDeST Measure code for MODES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section Measure</td>
<td>process image_processing(){</td>
</tr>
<tr>
<td>Measure ServiceResponse times</td>
<td>tau {= stopwatch_image_processing = 0,</td>
</tr>
<tr>
<td>using 1 runs of 280 ServiceRequests</td>
<td>image_processing_done = false =};</td>
</tr>
<tr>
<td>Measure ServiceResponse absolute times</td>
<td>...</td>
</tr>
<tr>
<td>for any ServiceRequest</td>
<td>tau {= image_processing_done = true,</td>
</tr>
<tr>
<td></td>
<td>counter_image_processing++ =};</td>
</tr>
<tr>
<td></td>
<td>tau {= image_processing_done = false = }</td>
</tr>
<tr>
<td></td>
<td>property property_latency_image_processing =</td>
</tr>
<tr>
<td></td>
<td>Xmax( stopwatch_image_processing</td>
</tr>
<tr>
<td></td>
<td>stopwatch_image_processing_done &amp; &amp;</td>
</tr>
<tr>
<td></td>
<td>counter_image_processing==1 );</td>
</tr>
<tr>
<td></td>
<td>process machine_GPU(){ ...</td>
</tr>
<tr>
<td></td>
<td>delay ( taskload/ 5 )</td>
</tr>
<tr>
<td></td>
<td>tau {= util_counter_GPU+= ( taskload / 5 ) =};</td>
</tr>
<tr>
<td></td>
<td>.. }</td>
</tr>
<tr>
<td></td>
<td>property property_utilization_CPU =</td>
</tr>
<tr>
<td></td>
<td>Xmax ( util_counter_CPU/10000</td>
</tr>
</tbody>
</table>

---
Figure 4 The iDSL tool chain overview. A modeller and analyser create an iDSL model based on the iDSL grammar. The iDSL tool transforms this model into MoDeST and GraphViz models, leading to performance measures to be evaluated by the analyser.

Figure 5 The latency breakdown chart and utilization (offset=0), based on MODES simulation results, which is automatically generated from the iDSL code.
halved in two parts by taking the average value of the lower and upper bound. UPPAAL is queried with this value to determine in which half of the range the lower bound is located. A recursive call of LB then takes place using the right range half as parameter. The UB function operates in a similar fashion.

To illustrate the functioning of LB, we apply it on the case with one image processing system. We start by selecting the initial range of values. Since the algorithm is of $O(\log(n))$ and the choice of $n$ does therefore not affect the workload much, it is advised to overestimate the size of the range. Based on simulation results, we choose $[0:1024]$ to be our initial range. The execution trace (Table 6, bottom) conveys 12 recursive calls before the final value 159 is finally obtained. This means that the one image processing system will never display a service response time smaller than 159, in the given scenario.

3.6 Study

Finally, a study forms a collection of scenarios that one would like to analyse in an automated manner. This is principally done by summing up one or more scenarios (Table 7). Individual MoDeST models are created for each scenario, which each contain a main parallel process to initiate all process model threads, generators and the resources involved.

We conclude with a design space, a shorthand way to specify a set of similar scenarios. In our example, we vary the starting time offset of one of the service-request sequences to be 0, 20, 40, 80, 120, 160 and 200. For this purpose, we create a design space in the study and enumerate the desired values. After this, the $dspace$ function can be used for the offset parameter as done in the system section (Table 3). As a result, seven similar scenarios, one corresponding to each offset value, are created that vary where and only where the $dspace$ function is used.

4 Tool and solution chain

This section covers the functioning of our iDSL tool (illustrated in Figure 4). iDSL requires two user roles to be fulfilled, the modeller and the analyser. The modeller constructs a model of a real system and the analyser specifies measures to perform. Execution of the model then generates artefacts with performance metrics to be investigated by the analyser.
Figure 6 The MODES latency times bar graph (offset=0) for 280 service requests, which is automatically generated from the iDSL code.

Figure 7 The cumulative distribution functions of latencies for seven design instances is automatically generated from the iDSL code.

Figure 8 The absolute minimum and maximum bounds, and a CDF of the simulation outcomes is automatically generated from the iDSL code.
4.1 Modelling
A modeller and analyser interactively create an iDSL instance in the Eclipse IDE for DSL Developers\(^1\), adhering to iDSL’s grammar. Input validation comprises syntax checking and advanced checks, e.g., for unique naming and non-circular definitions. Additionally, warnings and information boxes are displayed, e.g., when the design space is large. The modelling ends with the creation of a valid iDSL model.

4.2 Execution
Created iDSL models are then automatically transformed into two kinds of GraphViz specifications (Figure 4, A+B) and two kinds of MoDeST models (Figure 4, C+D). Transformations are written in Xtend and generate text output, based on iDSL instance constructs.

Some GraphViz specifications are performance unrelated and provide a visual presentation of the processes, resources and mappings of the system (as already shown in Figures 2 and 3). They are turned into a *process+resource+mapping chart* using the GraphViz tool.

The remaining GraphViz specifications have placeholders to contain performance numbers and form one input of the injection step. Some MoDeST models are executed in the MODES simulator and lead to latency and utilization numbers. The high-level latencies per instance are transformed into a *latency bar chart* by GNUplot.

The latencies at different process levels and utilizations form the second input of the injection. The remaining MoDeST models are executed in UPPAAL, via MCTAU \(^4\), to obtain *absolute latency bounds*.

The injection step takes a GraphViz specification with placeholders and MODES performance numbers as input. By simply injecting the performance numbers at the right placeholders, a new GraphViz specification results. It is forwarded to the GraphViz tool and transformed into a *latency breakdown chart* (Figure 5). To illustrate the meaning of this chart, we show that the latency of a sequential process equals the sum of its sub-processes’ latencies, e.g., for “image processing”, the latency is (rounded off): \(265 = 46 + 93 + 126\).

Additionally, the utilization is the quotient of the busy time of a resource and the total elapsed time. Take for instance the “GPU” resource, which is only used for “image processing” and for 5 time units per service. Services are each invoked periodically every 400 time units. Therefore, the “GPU” has a utilization of \((5 + 5)/400 = 0.025\).

4.3 Analysis
Using the presented tool chain, iDSL offers the possibility to compare several design alternatives from various perspectives, in an automated manner. We proceed with discussing the results iDSL can generate. First, we discuss the results based on MODES simulations. After that, we review results obtained from model checking using MCTAU and UPPAAL.

**Simulation results.** We have defined a study with seven design alternatives for which iDSL automatically generates a latency breakdown chart and a latency bar graph. We present the ones for the offset=0 case (Figures 5 and 6). As can be seen in Figure 6, the latency varies highly. This is due to a high degree of concurrency, which forces the scheduler to make many concurrency resolving decisions that each increase the variability. We further see that the “noise reduction” and “contrast” processes contribute most to the latency, which stems directly from their large loads. Additionally, we have included a CDF with the latency times of the design alternatives altogether (Figure 7). It shows that when the offset is small and the level of concurrency larger, latency times become higher. For the highest offsets, no concurrency takes place.
Model checking results. We applied MCTAU on the case with one image processing system. The computation of the lower (Table 6, bottom) and upper bound leads to values 159 and 189, respectively. The difference of 30 between them is caused by the uniform distribution that is specified in the “noise reduction” process (Figure 8). As required by definition, all simulation outcomes fall within the absolute bounds.

5 Conclusion and future work

In this paper we presented iDSL, a domain specific language and toolbox for the performance evaluation of Medical Imaging Systems. iDSL automates performance analysis, for both model checking and simulations, and displays results visually. We have demonstrated the feasibility of our approach using a small example based on a real system, in which we investigated MIS with two concurrent image processing applications.

iDSL has successfully returned differentiated delay, utilization and bound values for a number of designs. In order to assess the scalability of iDSL, we will apply it on extensive cases of our industrial partner Philips, in the Allegio project. This will put the expressiveness of the iDSL language to the proof and may lead to extensions to both the language and toolbox.

We are currently investigating whether we can add a transformation for probabilistic model checking. To support analysis further, we will extend iDSL to create graphs and diagrams that display information of multiple scenarios, services and simulation runs, and include GANTT charts.
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Figure 9 The grammar of iDSL’s language as used in this paper. The grammar has the Model concept as its top-level node. It decomposes into one or more ProcessModels, ResourceModels, a System (a set of Services), Scenarios, and a Measure and a Study.