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In application-driven algorithmic research, considered prob-
lems often relate or even translate to already existing problems
and methodologies. One such example is the electric vehicle
(EV) scheduling problem, where each job j is defined by a
release time rj (arrival of the EV), deadline dj (departure
of the EV), processing work pj (energy to be charged) and
job-specific speed limit ℓj (maximum power at which the EV
may charge). A natural objective function is the flatness of the
aggregated speed profile, usually modelled as the integral of the
squared speed profile. The problem is particularly relevant for
control algorithms at large parking lots, where the synchronized
power demand exceeds the available power capacity.

Over the past years, we have followed a research line
that relates the EV scheduling problem to two distinct (but
connected) problems: (i) processor speed scaling [1] and (ii)
majorized network flows [2]. Among others, this research
resulted in an exact algorithm [3] (illustrated in Fig. 1) for
a whole class of optimization problems, as well as valuable
insights into the relation between all three problems.
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Fig. 1. Intermediate states of exact algorithm FOCS for an example instance,
tracked over rounds and iterations.


