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Abstract 

The traditional centralized network management approach has proven to be less suitable for 
managing large, dynamic environments due to scalability and flexibility issues. As a 
consequence, distributed network management approaches have been investigated in order 
to overcome these issues. The distributed management approach used in the Celtic Madeira 
project is based on peer-to-peer principles and designed for Wireless Mesh Networks. Based 
on experience gained in this project, the goal of this thesis is to show the possibilities of using 
peer-to-peer technology in the field of network management. As is going to be presented, 
this technology has promising advantages as, for example, lack of a single point of failure, 
improved scalability behaviour and robustness to changes in the topology are discovered, but 
there are still some areas (e.g. security) that require further attention. 
 
Keywords: Peer-to-peer technology, network management, Wireless Mesh Networks, 
centralized and distributed management approaches 
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 Possibilities of Peer-to-Peer Technology in Network Management 

1 Introduction 
Computer networks are getting larger and more heterogeneous. In order to reduce operating 
expenses, research on automated network management is required. In addition, the growing 
popularity of wireless communication like WiFi networking introduces new and more 
sophisticated management requirements. Ad hoc technology for example enables networks to 
be set up without existing infrastructure while providing a high degree of mobility for its 
users. 
 
In the above context, the use of traditional, centralized management techniques suffers a 
number of disadvantages like static architectures and rigid standards, which make them less 
suitable for these large and dynamic environments. 
 
Research on next-generation management technology is required, together with an overall 
framework for network-wide optimal configuration according to well-defined goals and 
constraints. Approaches based on network programming, management overlays and peer-to-
peer computing, have been recently proposed to engineer management systems with 
improved scalability behaviour and that are robust regarding topology changes and failures. 
 
This thesis researches the possibilities of applying peer-to-peer principles to overcome the 
drawbacks of present day management approaches, like scalability. It focuses on the work 
done in the Celtic Madeira project, in which a management solution based on peer-to-peer 
technologies has been designed for Wireless Mesh Networks. This management solution 
facilitates self-management and dynamic behaviour of nodes within the network. 
 

1.1 Research questions 
The main research question that this thesis aims to answer is formulated as follows:  
 

What are the main advantages and disadvantages of using peer-to-peer technology 
in the field of network management? 

 
In order to answer this question, and to narrow down the field of research, a number of sub 
questions are formulated. These sub questions guide the research process and will be 
answered in the conclusion in section 5. 
 

1. What different approaches to network management exist? 
2. In which category does network management based on peer-to-peer principles fit 

best? 
3. Is it possible to set up a network management system based on peer-to-peer 

principles without pre-configuration or user intervention? 
4. How can one acquire management information about the whole network from a single 

point in a completely distributed management framework? 
 

1.2 Research approach 
The approach describes the steps that will be taken to answer the research questions defined 
in the previous section 1.1. 
 

1. The sub question “What different approaches to network management exist?” will be 
answered by conducting a literature study. With the information acquired in this 
study, a categorization of network management approaches will be established. 

2. The sub question “In which category does network management based on peer-to-
peer principles fit best?” will be answered by combining the information acquired for 
the previous question with information about peer-to-peer principles. 

3. The sub question “Is it possible to set up a network management system without pre-
configuration or user intervention” will be answered by using personal experience 
acquired in the design, implementation and testing process, and by evaluating the 
Madeira prototype. 
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4. The sub question “How can one acquire management information about the whole 
network from a single point in a completely distributed management framework?” 
will be answered by developing an extension for the Madeira framework. This will 
then be implemented and integrated in the Madeira prototype. 

 

1.3 Intended audience 
This work is intended for readers with an interest in network management. Basic knowledge 
about networks and management of networks is required. 
 

1.4 Structure of this thesis 
This document is structured as follows. Chapter 2 first provides a basis on how to categorize 
network management approaches, followed by a description of current approaches according 
to this categorization. An introduction into peer-to-peer technology and its relationship with 
ad-hoc networks is given in chapter 3. Chapter 4 starts with a general description of the 
Madeira peer-to-peer management solution, followed by the design of the Northbound 
extension and the Operations Support System. It also contains an elaboration on the 
advantages and disadvantages of the presented approach. Finally, in the conclusion in 
chapter 5, the research question will be answered and some ideas on future work are 
presented. 
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2 State of the art 
A network management system (NMS) consists of managers, agents and dual-role entities with 
both manager and agent capabilities. In conventional systems, a manager is in charge of 
performing management functions whereas an agent normally performs simple tasks such as 
acquiring data. Nowadays, however, agents are performing tasks with more responsibilities, 
blurring the clear distinction between managers and agents. Because of this, a definition 
separating manager functions from agent functions is difficult if not impossible. Therefore, 
[ScQu00] rather defines a manager as an entity that needs to communicate with other entities 
to perform its tasks whereas an agent can execute its assigned tasks alone. For dual-role 
entities, the same definition holds: in agent role, it performs its tasks on its own whereas in 
management role, it needs to cooperate with agents. This can be seen in Figure 1, also 
derived from [ScQu00]. 

M 

A 

 
Figure 1: General model of a management approach 

 
For this thesis, the same classification of network management systems will be used as in 
[ScQu00], where an overall distinction of systems is made based on the level of distribution of 
management. Let m be the number of managers in a network with n network elements, i.e., 
agents and managers: 

1. m = 1: centralized management; 
2. 1 < m << n: weakly distributed management; 
3. 1 << m < n: strongly distributed management; 
4. m ≈ n: cooperative management 

 
As can be seen, this classification is based purely on the number of managers in the network, 
and the ratio between this number and the total number of network elements. A different 
method is used by [ChLi02], where network management approaches are divided based on the 
mobility of management functionalities. This leads to a similar total of four categories: 

1. client-server approach, where one centralized NMS polls n network elements; 
2. hierarchical static approach, that consists of one top level manager, k mid-level 

managers (or dual-role entities), and n network elements. Each mid-level manager 
manages a separate subnet with an average of n/k elements; 

3. weak mobility approach, where the NMS distributes code to specific network 
elements where the code is executed. Typically, the results are transmitted back to 
the NMS; 

4. strong mobility approach, where the NMS distributes code to one or more network 
elements. Unlike the weak mobility approach, these agents can travel among 
different network elements to fulfil their task. 

 
The following section contains a more detailed exploration of the first four categories, given 
by [ScQu00], and their relationship with the classification made by [ChLi02]. It has to be said 
that the line between the different approaches is blurry. It is difficult to make a clear 
distinction between the different approaches. The characterisation should thus be seen as 
‘typical’ rather than ‘strict’. 
 

M 
A 
M 

A 
M 

A A A A 
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2.1 Centralized approach 
2.1.1 Characteristics 
Communication networks are traditionally managed by centralized management systems. As 
mentioned before, a centralized management system typically contains one manager. This 
manager may control a potentially large number of network elements by manipulating local 
management agents [ScQu00][Sub00]. One can view these systems as client-server approaches 
where the network management system is a client to these management agents [ChLi02]. The 
figure below gives an example structure. 

M 

A A A A 
 

Figure 2: Example for a centralized approach 

 
According to the categorization of management systems made above, a pure centralized 
approach consists of exactly one manager which manages multiple agents. It is interesting to 
notice that such a system does not contain dual-role entities. 
 
Most of today’s computer networks are managed by Simple Network Management Protocol, or 
SNMP. The first release, SNMPv1, is described by the Internet Engineering Task Force (IETF) in 
[RFC1157] in 1990 and became hugely popular. Already in 1993, almost every IP device had an 
embedded SNMP agent [MaZn97]. SNMP standardized network management, eliminating the 
need for multiple, incompatible, management platforms. The NMS polls the agents on a 
regular basis to acquire information. It can also modify settings in and receive trap messages 
from the agents. All the management ‘intelligence’ is concentrated in the NMS, whereas an 
agent can be seen as merely a simple data collector. SNMPv1 has been superseded by SNMPv3 
[RFC3410] which has, among others, improved security features. 
 
2.1.2 Disadvantages 
The usage of a centralized network management approach has a considerable number of 
disadvantages. The most important ones are described below: 
 

• Using a central entity that is in charge of polling all network elements has a negative 
effect on the scalability. A large amount of nodes will lead to a large polling load of 
the network. Especially links near the NMS will have to handle all these requests and 
responses [LiTh03]. Furthermore, since all management logic is concentrated in the 
NMS and the agents simply collect the data, only the NMS can analyse all the data. As 
proven by [ChLi02], both a traffic bottleneck and a processing bottleneck at the NMS 
will then be unavoidable. 

 
• Using a single server that is in charge of network management and contains all 

management logic introduces a single point of failure. Naturally, redundancy can be 
created by server replication for example, but this is usually a costly operation 
[AnDa95]. 

 
• In situations where the central entity becomes unavailable, due to link failures or a 

(temporal) outage for example, management operations will not be executed. 
Centralised architectures are not well suited to support disconnected operation 
[LoOl00]. 

 
The main problem in the centralized approach is scalability. The increase of the size of 
networks in the 1990s and the wide availability of the IP stack on network devices influenced 
the need for other approaches [MaZn98]. 
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2.2 Weakly distributed approach 
2.2.1 Characteristics 
The main characteristic of weakly distributed models is that network management processing 
is divided over a number of top-level and mid-level managers. These mid-level managers are 
in charge of managing a smaller part of the network. Typically there is minimal 
communication between mid-level managers on the same level, as can be seen in Figure 3 
below. Delegating management functions elsewhere decreases the polling and computational 
load per manager and the communicational load on the network [ScQu00][MaZn98]. Similar to 
the aforementioned centralized approach, agents are considered to act as data collectors. 

M 

A 
M 

A 
M 

A A A A 
 

Figure 3: Example for a weakly distributed approach 

 
Initial and well established frameworks in the telecommunication networks such as the OSI 
System Management (OSI-SM) use the Common Management Information Protocol 
(CMIS/CMIP). This communication protocol between the management system and the 
managed system can support both a centralized model with one manager that processes all 
data, and a hierarchical model with mid-level managers [ChLi02]. OSI System Management is 
also used as the base for the Telecommunications Management Network (TMN) [Sub00]. TMN 
was defined by ITU-T as a framework for the management of communications networks in 
ITU-T M.3000 recommendation series. 
 
TMN adopts the manager-agent paradigm for the communication between systems and 
network equipment. TMN is divided into five layers, depicted in the pyramid in Figure 4 
[PrBe99]: 

• Business Management takes care of the management of the whole enterprise. It can 
be seen as goal setting rather than goal achieving. This makes Business Management 
more strategic and tactical management rather than operational management like 
the other layers described below 

• Service Management is in charge of managing aspects that are directly observed by 
the users of the telecommunication network. It addresses topics like customer care, 
service development and operation, Quality of Service management, accounting, etc. 

• Network Management provides management services that are related to the 
interaction between multiple pieces of equipment. This layer can generate a 
complete network view, create dedicated paths, detect faults and optimize network 
performance. 

• Element Management takes care of vendor specific management functions, which are 
hidden from the Network Management layer above. For example, it can detect 
equipment errors and perform measurements on power consumption, temperature 
and resource usage. 

• Network Element provides agent services, mapping the physical aspects of the 
equipment to the TMN framework. 
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Network Element

Element Management

Network Management

Service Management

Business Management

Figure 4: TMN Pyramid 

 
Models as TMN imply a hierarchical structure with the degree of generalisation increasing to 
the top and, vice versa, the degree of specialisation increasing to the bottom layers. Every 
layer has a defined interface to its neighbouring layers. 
Fault events travel upwards from the network elements and are filtered and correlated by the 
management layers. Configuration Management is command-response based, with commands 
being propagated down from service management to network elements and responses going in 
the opposite direction. 
 
The Distributed Management Working Group of the IETF has developed an architecture where 
a main manager is able to delegate control to several distributed management stations, 
improving the scalability [LoOl02]. These distributed managers allow management operations 
to be executed even when the main manager is (temporarily) unavailable. If access to this 
central entity is not possible, each distributed manager may handle critical situations locally 
[LoOl02]. The delegation of management functions to distributed managers is offered by the 
Script MIB. These management functions are defined as executable code, or scripts. 
 
2.2.2 Disadvantages 
Although the weakly distributed approach eliminates some of the disadvantages of the 
centralized approach, it does not solve everything: 
 

• Using mid-level managers has a positive effect on scalability when comparing the 
weakly distributed approach to the centralised approach. Each mid-level manager is 
responsible for a small part of the network. Although this causes less processing and 
traffic bottlenecks, the benefits have to be weighted against the cost of deploying 
enough mid-level managers [ChLi02]. 

 
• Although multiple managers are used, the hierarchical static configuration still 

implies a single point of failure at the top. Using multiple top-level, redundant, 
managers could be expensive, similar to centralized approach as indicated [AnDa95]. 

 
• Lack of robustness. If the connection between an agent and a manager is lost, the 

agent cannot take action in case of an emergency [MaZn98]. Because of this problem, 
weakly distributed models are less suitable for large, dynamic network environments. 
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2.3 Strongly distributed management 
2.3.1 Characteristics 
In the previous two approaches, agents have been functioning as simple data collectors. As 
was identified considerable time ago by, among others, [Well96], network devices can do 
much more than just running a simple agent, and could even be capable of managing 
themselves if given the opportunity. The Management by Delegation (MbD) framework, 
defined by Goldszmidt in [GoYe95], was the first to demonstrate the potential of task 
distribution [MaZn97]. Developed to overcome the key limitations of other models, it enables 
pushing management functions closer to target managed entities and, in doing so, decreasing 
the management traffic on a central point, and distributing the management decisions along 
the managed network. These management functions can be transferred and remotely 
executed by managed agents, which gives them more autonomy. Management tasks are 
therefore no longer only performed in the upper layers. Figure 5 shows that midlevel manager 
communicate with each other to accomplish management tasks, which can be seen as an 
important difference with the weakly distributed management approach. 

M 

A 

 
Figure 5: Example for a strongly distributed approach 

 
The MbD approach is an example of weak mobility [ChLi02]. After execution, a delegated 
agent does not migrate to another host. In a strong mobility approach, code, execution state 
and maybe even data can move from one host to another. This is the case in Mobile Agent 
technology [KoXu02]. Mobile Agents are small software programs that ‘travel’ through the 
network. These agents decentralize processing and control by remotely performing certain 
management tasks [BiGu04]. They can be launched into an unstructured network and travel 
around to gather information, making them suitable for rapidly evolving networks [Sam04]. 
The IETF Script MIB, already mentioned in the weakly distributed management section above, 
can also be used in strongly distributed management systems, by employing scripts as agents 
for example [ScQu00]. 
 
2.3.2 Disadvantages 
Although strongly distributed management solves a number of problems that exists in 
centralized and distributed approaches, it has some drawbacks: 
 

• According to [ChLi02], Mobile Agents have the potential to perform well for 
monitoring purposes, but the additional overhead required for strong security is 
substantial. This need for a highly secure agent execution environment results in 
performance and functional limitations, as indicated in [ScEy00]. This secure 
execution environment could for example restrict access to certain resources, 
reducing the agent’s capabilities [HaCh95]. 

 
• Although agents are more than mere data collectors, they are in a way ‘unintelligent. 

They receive and execute programs from a manager, but they do not know the goal 
that the manager is pursuing [MaZn98]. 

 

M 
A 
M 
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M 
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2.4 Cooperative management 
2.4.1 Characteristics 
As the name suggests, cooperation is the main characteristic of the cooperative management. 
A cooperative model contains a large amount of dual-role entities. These entities, acting both 
as managers and agents, work together to fulfil management tasks. In general, a cooperative 
model has no, or at least a small amount of, entities that are just simple agents as data 
collectors. An important characteristic of this model is the fact communication is not 
restricted to a fixed hierarchy. 

A A 

 
Figure 6: Example for a cooperative management approach 

 
An important disadvantage of strongly distributed management is the fact that agents 
perform their tasks without knowing the goal. As pointed out in [MaZn98], cooperative 
management aims to solve this problem by using ‘intelligent agents’ and informing them 
about the goal while expecting agents to know how to achieve it. An exact definition of such 
an agent is difficult to determine. In both [MaZn98] and [TsSo00], definitions of the 
characteristics of intelligent agents in literature are summarized. Because of a lack of 
consensus on the exact definition of such agents, [MaZn98] identified the following core 
properties for intelligent agents: 

• reactive: an intelligent agent can respond in a timely fashion to changes in its 
environment; 

• pro-active, goal-oriented: an intelligent agent should be able to take initiative to 
achieve its goals, rather than solely react to external events; 

• autonomous: an intelligent agent is supposed to be able to operate without direct 
intervention of humans. Moreover it should have some kind of control over its actions 
and internal state; 

• cooperative (communicative, coordinating): intelligent agents cooperate and 
communicate with other intelligent agents to achieve their goals; 

• temporally continuous: an agent is a continuous running process. This feature 
distinguishes intelligent agents from mobile agents that are mentioned in the strongly 
distributed approach in section 2.3. Unlike mobile agents, intelligent agents can 
travel between network elements to fulfil their tasks, making them an example of the 
strong mobility approach [ChLi02]. 

 
2.4.2 Disadvantages 
The following disadvantages have to be considered concerning cooperative management: 
 

• The higher degree of ‘intelligence’ in cooperative management approaches makes 
such systems more complex to implement than the previous models [MaZn98]. 
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• When network entities are able to autonomously perform management tasks and 
capable of reacting on changes in their environment, this increases the requirements 
on available resources as processing power and memory, for example. A result could 
be an increase of the cost per device [MaZn98]. 

 
• Intelligent agents are mobile and need a secure execution environment. Similar to the 

strongly distributed approach, these requirements could lead to performance and 
functional limitations indicated by [HaCh95] and [ScEy00]. 

 
Comparing the four approaches mentioned above, the centralised approach contains 
important disadvantages concerning scalability and robustness. The weak mobility approach 
solves these problems to some extent, but still contains important disadvantages as a single 
point of failure. The strong mobility approach contains better characteristics concerning 
scalability and robustness, but at the cost of increased security requirements. In a 
cooperative approach, these requirements might even be higher because of a bigger 
autonomy and high degree of intelligence, making these systems more complex than the 
other models. In the following section, peer-to-peer technology, which follows some 
principles of strongly distributed management and cooperative management approaches, is 
going to be presented. 
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3 Peer-to-Peer technology 

3.1 Introduction 
Peer-to-Peer networking has become more and more popular the last few years. This 
popularity is mainly fuelled by the use of file-sharing applications like Napster [Nap00], 
Gnutella [Gnu00] and Kazaa/FastTrack [Sha02]. Besides file-sharing also other solutions are 
possible using Peer-to-Peer principles. A well-known example is Skype [BaSc06], an 
application that uses a proprietary Peer-to-Peer VoIP protocol, but also distributed storage 
solutions like OceanStore [RhEa03] are being researched. 
 
These peer-to-peer based solutions form (virtual) overlay networks on top of existing network 
infrastructure. Typically, there is no direct link between this underlying infrastructure and 
the overlay network. Neighbouring peers in the overlay network are thus not necessarily 
neighbours in the lower layer. 
 
As already mentioned in the previous section, the centralised management approached is 
considered to be least suitable option for large scale and dynamic environments. Although the 
weakly distributed approach has better characteristics, it still has important disadvantages 
concerning flexibility, scalability and robustness. Peer-to-peer systems are generally 
characterised by their large scale and the continuous joining and leaving of nodes 
[OvPo02][Män05]. The decentralised nature and the promising behaviour concerning 
scalability and robustness make peer-to-peer technology an interesting area to explore its 
possibilities for the field of network management. 
 

3.2 Peer-to-Peer basics 
A number of definitions exist on what peer-to-peer networking exactly is. Instead of the 
client-server model, nodes in a peer-to-peer system can talk directly to each other without 
interference of a central entity. According to [DrRo01], peer-to-peer systems can be 
characterized as distributed systems in which all nodes have identical capabilities and 
responsibilities and all communication is symmetric. In [Scho01], Schollmeier indicated that 
some define peer-to-peer networks as a collection of heterogeneous distributed resources 
which are connected by a network, whereas others define it simply as the opposite of 
Client/Server architectures. 
 
In a P2P system, the nodes have a significant or total degree of autonomy from central 
servers. As pointed out by [Shi00], P2P systems enable the utilization of previously unused 
resources such as storage, cycles or content, for example by tolerating and working with the 
variable connectivity of numerous devices. 
 
An overall characteristic of a peer-to-peer network is that the nodes can send and receive 
information in a way that makes them both servers and clients, or ‘servents’. In both [Scho01] 
and [LuCa03], a distinction is made between pure peer-to-peer networks and hybrid peer-to-
peer networks, as described below. 
• Pure P2P architectures are completely decentralized. There is no central server or router. 

Each node can issue and respond to requests, or route requests to other nodes. 
• In Hybrid P2P architectures, more types of nodes exist. The leaf nodes are nodes with an 

information need or information resource. In other words, they can provide information 
to or request information from other leaf nodes. Another type of nodes, super peers, has 
a more ‘server-like’ role in the network. These nodes provide regionally centralized 
services to the network in order to improve the routing of information requests. In 
[LuCa03], these nodes are called directory nodes or ultra peers. Each directory node 
provides directory services for portions of the network and directory nodes work in a 
cooperative manner to cover the whole network. 

 
Comparing these two different peer-to-peer architectures, similarities arise with the strongly 
distributed and cooperative management approaches. Similar to nodes in these two 
management approaches, peers have a high degree of autonomy. The lack of hierarchy in 
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pure peer-to-peer systems resembles the communication structure in a cooperative 
management approach, while the usage of super peers is more similar to a strongly 
distributed management approach. Figure 7 gives an example of both types of peer-to-peer 
networks. 
 

 
Figure 7: Pure peer-to-peer (left) and hybrid peer-to-peer (right) 

 

3.3 Related work 
Peer-to-peer principles are being researched in multiple network management projects, 
indicating the interest in combining both technologies. 
 

• The Ambient Network (AN) program, co-funded by the European Union through the 6th 
Framework Programme, aims to provide fast network cooperation between different 
networks in order to provide users with the services they want, irrespective of their 
location. An Ambient Network is defined as a connectivity network with a number of 
similar characteristics like mobility and security for example. Peer-to-peer technology 
is used to organize the ambient networks into a dynamic hierarchical structure 
creating a hierarchical overlay network. An overlay is a set of peers belonging to one 
Ambient Network, and is represented by a super peer. This super-peer is responsible 
for negotiations with other overlays. Super-peers may form new peer-groups at a 
higher hierarchy level. Each AN can offer specific management services to other 
domains, like Quality-of-Service or security [BrGa05]. 
Although the idea of this overlay network with super-peers is quite similar to the 
clustering overlay with cluster heads in Madeira, the AN project has a bigger scope 
than Madeira. The AN program is focused on the cooperation between different 
networks, while Madeira provides a distributed management solution for wireless 
mesh networks. 

 
• Also in research on management of optical networks, peer-to-peer technology has 

gained attention. End-to-end optical circuits can lead to advanced services like 
bandwidth on demand and optical virtual private networks [PiJu06]. [PiJu06] proposes 
a solution to facilitate user-driven provisioning requests within one or more domains, 
where users or applications can manage/control or even own network resources like 
bandwidth. A management domain is defined as a collection of managed objects 
which are grouped to meet organizational requirements according to geography, 
technology, policy or other structure, typically for the purpose of providing control in 
a consistent manner. Each domain is managed by a Distributed Optical Manager, or 
DOM. DOMs are comparable to traditional mid-level managers. Peer-to-peer 
technology is used to forward information between DOMs. The DOMs form a 
structured overlay network based on Distributed Hash Tables, or DHTs. It can be used 
as a distributed storage and lookup service. Like a conventional hast table, a DHT 
stores (key, value)-tuples, but does so in a highly scalable, decentralized and fault-
tolerant manner [Pos03]. 
In the approach taken by [PiJu06], the DHT stores information on managed objects 
(users, services, etc.) by applying the hash function on the name, obtaining the key, 
and storing this key together with the address. The DOMs form a ring together in 
which each DOM is responsible for a specific range of keys. A DOM maintains a table of 
neighbour DOMs. This finger table is used to determine the DOM to send a query to. 

S 

S 

 

normal peer 

S super peer S 
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The number of DOMs in each table and number of steps to find the responsible DOM 
for a specific object is logarithmic with respect to the total number of nodes. 
Compared to flooding techniques, DHTs give strong guarantees on routing and 
message delivery.  
 

The combination of peer-to-peer technology with network management seems promising. An 
area in which this combination could also proof very interesting due to several similarities is 
Wireless Mesh Networks. The following section will introduce Mobile Ad-hoc Networks in 
general and these Wireless Mesh Networks in particular. It will also explain the similarities 
between these networks and peer-to-peer technology. 
 

3.4 Mobile Ad-hoc Networks 
Ad-hoc mobile communication is characterised by its self organising connectivity with no pre-
existing infrastructure [Pos03]. Mobile ad-hoc networks (or MANETs) are self configuring 
wireless networks where each terminal can send, receive and route information [ScGr02]. 
They hold similarities with peer-to-peer systems, since both offer networking functionality in 
a completely decentralised environment, as also indicated in [HuSa03]. This decentralised 
environment makes mobile ad-hoc networks an interesting research area to explore the 
possibilities of a decentralised management system based on peer-to-peer principles. 
 
Stations forward data to each other. Even when two stations are not within direct 
transmission range, information can be sent from one station to another, using neighbouring 
nodes as relay stations [ScGr02]. The main advantage of this kind of network is that it lacks 
the need of an infrastructure. Because of this flexibility, ad-hoc technology enables network 
setup in locations where communication would otherwise be impossible, like after a disaster 
in which existing infrastructure is damaged [Pos03]. 
 
The lack of infrastructure also has its disadvantages. Since data is relayed by intermediate 
nodes, secure communication could be necessary. Because the lack of a central entity, 
authentication of communication partners is not easy or might even be impossible to 
guarantee. Besides this security issue, the mobility of nodes results in a dynamic topology. 
When links between nodes change, routing tables should be updated. Since each node can act 
as a router, these updates have to be announced to all of them to ensure a correct network 
view at all time in every node. This causes scalability problems for ad-hoc networks with a 
large number of nodes combined with high mobility patterns. Combined with the scarce 
available bandwidth, optimized routing algorithms are needed [ScGr02] [Pos03]. To reduce 
traffic and to ensure scalability, it is important that also the network management system 
makes effective use of the underlying routing protocol. Section 3.4.1 describes the basics of 
the different types of routing algorithms currently available. 
 
3.4.1 Ad-hoc routing algorithms 
A number of different routing algorithms have been developed for ad-hoc networks. They can 
be divided into a number of different categories which will be briefly described below. 
 
Proactive (table driven) routing 
When running a proactive routing algorithm, each node has complete knowledge of the 
network topology. Changes in this topology are broadcasted to all other nodes in the network. 
Because of this knowledge, routes can be established very fast. However, when the number 
of nodes grows, or mobility is high, the high frequency of topology updates makes this 
solution less scalable [ScGr02]. 
 
Examples are: 

• Optimised Link State Routing (OLSR) [JaMu01] 
• Destination-Sequenced Distance-Vector (DSDV) [PeBh94] 

 
Reactive (on-demand) routing 
A reactive routing protocol does not send topology updates. A route is determined ‘on-
demand’. When a node needs to send information to another node, it will flood a route 
request through the network [ScGr02]. This makes this protocol suitable for small networks 
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with high mobility of nodes for example. In large networks, this solution is only suitable when 
few route requests are generated, since the route requests could result in flooding the 
complete network [Pos05]. 
 
Examples are: 

• Dynamic Source Routing (DSR) [JoMa01] 
• Ad-hoc On-Demand Distance Vector (AODV) [PeRo99] 

 
Hybrid solutions 
A combination between proactive and reactive routing algorithms is called a hybrid solution, 
which could yield better results than pure proactive or reactive algorithms. However, they 
still have scalability issues since they still rely on flooding and link updates, making them less 
suitable for very large networks [Pos05]. 
 
Examples are: 

• Sharp Hybrid Adaptive Routing Protocol (SHARP) [RaHa03] 
• Zone Routing Protocol (ZRP), where the scope of the proactive procedure is limited to 

the local neighbourhood and route discovery is done on-demand [KoVa00]. 
 
Hierarchical (cluster based) routing 
Instead of routing between individual nodes, it can also be based on routing between clusters 
of nodes. When a node wants to communicate with a node outside of its cluster, it typically 
sends the data to its cluster head, which will forward it to the next level. This is repeated 
until a cluster head of the destination node is in the same cluster, and the data can travel 
down to it [Pos05][IbMa04]. A difference between this approach and the abovementioned 
Zone Routing Protocol is that with ZRP, a routing zone is defined for each node separately, 
and zones of neighbouring nodes overlap [HaPe02]. 
 
Examples are: 

• Hierarchical State Routing (HSR) [PeGe99] 
• Hierarchical OLSR (HOLSR) [GeLa05] 

 
Location based routing 
Another way of improving the routing performance is to include location information in the 
protocol. Some routing algorithms have been developed that use geographic coordinate 
information provided by GPS receivers. Data is subsequently forwarded to geographic closer 
nodes until it reaches its destination [Pos05][KoVa00]. 
Besides using GPS information to determine the location, also virtual coordinates can be used 
to guide the routing process. By using the distance to a set of well-known nodes in the 
network, the location can be approximated. This approach is based on the Landmark 
hierarchy for routing, where these well-known nodes are known as landmarks 
[ChMo02][Pos05]. 
 
Examples are: 

• Location Aided Routing (LAR), a DSR based approach where route requests are 
constrained to a geographic area for efficiency, using GPS for coordinate information 
[KoVa00]. In the worst case, LAR still floods the network to discover the current 
location of a destination, reducing the scalability [Pos05]. 

• Distance Routing Effect Algorithm for Mobility (DREAM) works similarly to LAR, but 
location changes are proactively flooded throughout the network, again reducing the 
scalability [Pos05]. 

• Landmark based routing protocols as LANMAR [PeGe00b], Fisheye State Routing 
[PeGe00a], L+ [ChMo02] and Beacon Vector Routing (BVR) [FoRa04]. 

 
3.4.2 Wireless Mesh Networks 
A Wireless Mesh Network (WMN) is a subtype of ad-hoc networks. A WMN consists of mesh 
routers and mesh clients. Besides the normal gateway functions, mesh routers can forward 
packets on behalf of other nodes, creating an ad-hoc network and providing connectivity for 
clients and other routers. When a router in the network is connected to the Internet, it can 
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act as a gateway, providing Internet connectivity for all nodes [AkWa05]. Figure 8 below 
shows an example of a wireless mesh network with two nodes acting as such Internet 
gateways. Nodes can either be connected by their wireless or their wired interfaces. 
 

 
Internet 

 wired 
 wireless 

 
Figure 8: Example wireless mesh network 

 
Since a wireless mesh network is a specific type of an ad-hoc network, an ad-hoc routing 
protocol is typically used. Mobility of mesh routers is very low, or even non-existing, which 
leads to few route updates. They form the backbone of the network. For inter-router 
communication, a reactive routing protocol would thus seem less appropriate, since topology 
changes are less frequent. 
 
The similarities between peer-to-peer technology and mobile ad hoc networks have already 
been indicated in section 3.4. Both provide networking connectivity in a decentralized 
nature. For Wireless Mesh Networks, a specific type of mobile ad hoc network, the feasibility 
of a decentralised, peer-to-peer management system is explored in the Celtic Madeira 
project, which will be described in more detail in the following section. 
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4 Peer-to-Peer in Management for Wireless 
Mesh Networks 

In the previous section, Mobile Ad-hoc Networks and Wireless Mesh Networks are introduced, 
and their similarities with peer-to-peer technology. This section focuses on the work 
performed in the Celtic Madeira project [Mad06], which aims at the development of a peer-
to-peer based management solution for such Wireless Mesh Networks. Section 4.1 contains an 
overview of the general principles in this approach, derived from [ArFr06]. For this 
management solution, a Web Services based northbound interface is developed. A description 
of this Madeira Northbound Interface can be found in section 4.2, followed by a description of 
the Operations Support System in section 4.3. Finally, the advantages and disadvantages of 
the Madeira approach will be given. 
 

4.1 Introduction 
In an attempt to overcome the shortcomings of the traditional management approaches to 
face the challenges of next generation telecommunication networks, Madeira aims to develop 
a new management framework based on peer-to-peer networking concepts, designed for 
Wireless Mesh Networks. Furthermore, it provides technologies for a logically meshed 
Network Management System to facilitate self-management and dynamic behaviour of nodes 
within the network. Madeira is designed to be able to use any underlying routing protocol to 
create a flexible solution. It also uses Policy Based Management Paradigm [RoHo03] that 
pursues the separation of management logic from the actual applications. This logic is then 
specified as a set of rules or policies that can be dynamically fed into the management 
system, allowing a change of its behaviour without the need of changing the application or 
even restarting it. Besides this architectural framework, the Madeira project provides 
interface protocols, standards and a reference software implementation. Ultimately, by 
enabling the management of network elements of increasing numbers, heterogeneity and 
transience, the Madeira approach should reduce the Operating Expenses, or OPEX. 
It investigates the feasibility of distributing management responsibilities among peer nodes, 
and focuses on Fault and Configuration Management functional areas and, especially, on the 
way they can co-operate to solve management problems 
 
4.1.1 Overlay Management Network 
The approach of Madeira is completely different than in traditional management systems. It 
encompasses a much flatter structure that is based on peer-to-peer (P2P) principles. The 
management functions are executed in P2P aware Adaptive Management Components (AMCs), 
which correspond directly to the Network Elements (NEs). By using a well-defined peer-to-
peer interface, these AMCs can communicate with each other, creating an Overlay 
Management Network. Figure 9 gives a graphical representation of this overlay. 
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Figure 9: Overlay Management Network using AMCs 
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As mentioned before, an Adaptive Management Component (AMC) fulfils the network 
management functionality of a peer in a P2P network. It can exchange management 
information between peer management applications in a network element or management 
node. One or more AMCs interact with each other to perform a specific network management 
application. Moreover, an AMC has the ability to import (and export) functionality to perform 
specific tasks. 
 
4.1.2 Madeira components 
In order to perform the management tasks, each AMC requires a variety of services. These are 
provided by the Madeira platform. The separation of the Madeira Management System 
between AMC and platform is depicted in Figure 10. The AMC covers the management specific 
parts for a particular scenario, while the platform provides all the generic functionality 
required to run tasks in a P2P environment. Separating this functionality enables Madeira to 
adapt to changing scenarios and requirements in an efficient way. 
 

 
Figure 10: Madeira components 

 
Figure 10 above shows the internal Madeira components, and their relationship with the 
Northbound Interface. The following groups of services are available in an AMC: 

• The Northbound Interface is an optional interface that will be described in more 
detail in section 4.2. The Northbound Interface enables a higher layer, external 
Operations Support System (OSS) to communicate with Madeira via Web Services. The 
OSS can, for example, retrieve information like network topology, events or alarms. 
The design of this interface is part of the scope this thesis. 

• The Configuration Management and Fault Management layer contains the specific 
network management applications. They provide the ability to set-up the network, 
react to faults and other CM and FM related tasks. 

• The AMC Specific Services offer a base for the Network Management Applications. It 
mainly provides services to communicate with other AMCs. This can be either publish-
subscribe based, or a direct peer-to-peer connection to another AMC. 

 
As mentioned before, the AMC performs all tasks that are directly related to network 
management. To execute these tasks, the AMC needs services that are offered by the 
platform. The platform takes care of all additional functionality that is needed in a peer-to-
peer environment. Its capabilities are divided into two groups of services: 

1. The Lifecycle Management Services take care of the management of AMC containers. 
In more detail, this group offers the following services: 
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• The Lifecycle Service can perform start/stop/restart operations on all modules 
loaded by the AMC. 

• The Code Distribution Service enables dynamic loading of application logic/data 
into the AMC. AMCs have a minimum “bootstrap” configuration to function in the 
network. Additional functionality can be imported as required with this service. 

• The Security Service provides all aspects of security and authentication from a 
platform perspective. 

2. The Platform Services offer the following services, which are specific for the peer-to-
peer environment: 
• The Notification Service is a basic event notification service, based on a standard 

publish-subscribe service. It enables AMCs to subscribe to certain event types. 
• The Directory Service is a directory of AMCs with their roles and capabilities. It 

keeps track of the physical one-hop neighbourhood of the NE and enables AMCs to 
be looked up. 

• The Connectivity Service provides reliable one to one communication between 
two AMCs. This point to point connection supports multi-hop P2P communication. 

• With the Persistency Service, AMC data can be stored for retrieval across restarts. 
It supports permanent (local) storage of application-defined data. 

• The Grouping Service can dynamically form AMC groups for a given management 
function. It provides application partitioning for AMCs of similar roles or 
capabilities. 

 
4.1.3 Clustering 
The Grouping Service provided by the Platform Services offers the ability to create groups of 
AMC that perform a specific management function. These groups are called management 
clusters. Each management cluster contains exactly one network node that acts as the cluster 
head. This cluster head is responsible for coordination of and topology publishing for its 
cluster. The clustering principle makes Madeira a hybrid peer-to-peer solution, where the 
cluster heads can be seen as “super peers”. The other nodes are “normal peers”, as described 
in section 3.2. An example of the clustering of nodes is given in Figure 11, in which cluster 
heads are depicted as black nodes. 
 

 
Figure 11: Management Clusters in the Wireless Meshed Network 

 
Different levels of clustering can exist, which leads to a clustering hierarchy. A node in a 
level n cluster is the cluster head in a lower level n-1 cluster. Such a clustering hierarchy is 
shown in Figure 12, and corresponds to the example given in Figure 11 above. 
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Figure 12: Management Cluster hierarchy 

 
A level “n” cluster head receives information from his cluster members and, subsequently, 
receives information from the lower “n-1” clusters since each member is a cluster Heads of a 
level “n-1” cluster. The top level cluster head is responsible for the complete network. This 
makes this node ideal for publishing, for example, the topology of the complete network and 
events or alarms to a higher layer Operations Support System through the Northbound 
Interface. However, since all nodes can exchange all information with each other, this is not 
obligatory. 
 
The use of this clustering concept is of great importance for the scalability of the 
management application. It creates the ability to divide a large network into smaller, 
dynamic groups to perform certain management tasks. 
 
4.1.4 Policies 
In Madeira, policies are used to tune the behaviour of the management application. These 
policies are introduced to the system by the Northbound Interface and automatically 
distributed among the appropriate AMCs. Certain policies can be present during initialisation. 
To give an example of this rather abstract principle, the structure of the management 
clusters mentioned above is based on policies. They can, for example, control the number of 
nodes per cluster, but they can also contain criteria for the election of cluster head, such as 
memory resources, load etc. 
 
Policies are also used in the fault reporting function of Madeira. Alarms can travel up the 
hierarchy. On each layer, alarm information is correlated and a decision is made, based on 
information in the policies, if the alarm is important enough to be forwarded to a higher 
layer. This process is repeated until the top of the hierarchy is reached. In other words, it is 
not compulsory that every alarm that occurs in a low level will appear in the top level. Only 
alarms that appear in the top level will be forwarded to an external Operations Support 
System. 
 
4.1.5 Classification 
Madeira creates a clustering hierarchy as explained above. In short, a cluster head is 
responsible for its cluster, and receives, for example, events and alarms from the members. 
This results in the fact that the top level cluster head is responsible for the complete 
network. Alarms and events are analysed and correlated at each level, after which they can 
be forwarded to the next level. This concept of different layers, and the absence of simple, 
pure agents, eliminated the centralized approach given in section 2.1, since that approach 
uses a single manager that polls a large number of simple agents. In the cooperative 
management approach described in section 2.4, a hierarchy is typically not present. There is 
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no top level manager that is responsible for the whole network. Given this fact, the Madeira 
approach cannot be seen as a form of cooperative management. 
 
In other words, the Madeira peer-to-peer approach would belong to one of the two 
distributed approaches. The clear distinction between the weakly distributed and strongly 
distributed approach is, like many other categorizations, difficult to make. However, in this 
thesis, the Madeira approach is considered as a strongly distributed management approach: 

• There are no nodes functioning as simple data collectors. Nodes in Madeira are not 
polled by a manager as is the case with pure agents. All nodes are basically equal and 
cooperate in clusters to fulfil management tasks. 

• When connection with a cluster head is lost, a Madeira node will keep functioning. 
The management application will try to fulfil its task, and will trigger re-clustering. It 
could even become a cluster head itself. The same principle applies when the top 
level cluster head fails. Automatically, a new clustering hierarchy well be set-up, 
ensuring a fully functional management application again. 

• The use of policies approaches the goal-oriented nature described in the cooperative 
approach. Thus, this property is more closely related to the strongly distributed than 
to the weakly distributed approach. 

 

4.2 Northbound Interface 
The Northbound Interface offers support for a higher layer Operations Support System (OSS) 
or another Network Management System to access Madeira’s network management 
functionality. From this point on, the Operations Support System as well as the Network 
Management System shall be referred to as OSS. 
 
To ensure an open environment and to enable cross-platform communication and 
interoperability, the communication between Madeira and an external OSS is based on Web 
Services. According to W3C, a Web Service is “a software system designed to support 
interoperable machine-to-machine interaction over a network. It has an interface described 
in a machine-processable format (specifically WSDL). Other systems interact with the Web 
service in a manner prescribed by its description using SOAP messages, typically conveyed 
using HTTP with an XML serialization in conjunction with other Web-related standards.” 
[W3C]. 
 
To maintain the readability of this document, a more detailed explanation on Web Services 
can be found in Appendix A – Relevant Web Services standards. 
 
4.2.1 Design 
The design of the Northbound Interface is based on the functional and non-functional 
requirements given in Appendix B – NBI Requirements. These requirements are developed 
from higher level Madeira requirements, and are included as background information for the 
design choices made below. 
 
The external interface of the Northbound Interface is based on Web Services, as mentioned 
earlier. This interface is described in WSDL (Web Services Description Language). The WSDL 
specification is an XML description of the public interface to the Web Service. It contains 
information like protocol bindings, message formats and available operations and messages. 
 
Request/Response communication 
The Northbound Interface supports ‘normal’ request/response type of communication, which 
is initialised by the OSS. This kind of communication is intended to enable the OSS to perform 
simple management tasks as introducing (updated) policies or disabling base stations, and to 
acquire management information on, for example, the cluster topology. 
The communication is based on XML SOAP messages sent by the OSS to the NBI. All available 
methods are described in the WSDL file. This file also contains information on the data that is 
contained in both request and response message. In other words, XML style sheets have been 
developed and included in the WSDL file to describe the management clusters, policy files 
and physical topology information for example.  
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Notifications 
Besides communication initialised by the OSS, the Northbound Interface also has to support 
sending notifications in case of an event or alarm. The OASIS Web Services Notifications 
(WSN) standard provides this functionality. This standard is also included in the OASIS Web 
Services Distributed Management (WSDM) standard. As can be read in Appendix A – Relevant 
Web Services standards, WSDM is developed to manage entities in a network via Web 
Services. However, due to a combination of factors, it was chosen to use only the OASIS Web 
Services Notifications standard: 

• The novelty of the Madeira solution in general, and the prototype in particular, 
required a large degree of flexibility on the information exchanged between the 
Northbound Interface and the OSS; 

• The available software supporting WSDM was inferior to the software supporting WSN. 
 
The topics an OSS can subscribe to are directly linked to the available information in the 
Madeira management system. Notifications from both Configuration Management and Fault 
Management applications are received by the Northbound Interface, converted into Web 
Services Notifications messages, and distributed to all subscribed consumers. 
 
Configuration Management event notifications are Madeira specific. They concern the 
creation and deletion of management clusters, as well as the addition and removal of 
members in these clusters for example. The structure of the notifications sent to the OSS is 
thus specifically designed to include this information. 
For Fault Management notifications, the ITU X.733 Alarm Report Function [ITU92] standard 
has been used. In other words, the fields in the Fault Management alarm notification that is 
sent from the NBI to an OSS are compliant to the ITU X.733 standard.  
 
Discovery of NBI node 
The network node that is running the Northbound Interface functionality can dynamically 
change as a result of network reconfiguration. Due to this, some functionality should be in 
place so the OSS can discover the new address. The following two approaches are available: 
 

1. UDDI approach 
Madeira will use an external UDDI (Universal Description, Discovery and Integration) 
registry to store the NBI address. It is an XML registry in which information on Web 
Services can be stored [UDD06]. The address of the external UDDI repository has to be 
included in Madeira, possibly by some manual preconfiguration. In the UDDI, the NBI 
will publish an “Organization” with a specific name. This organization can have 
multiple “Services”. After creating a service with a specific name, a “Service Binding” 
is created which contains the address of where the NBI can be reached. For an 
external entity to discover this address, the organization and service names have to 
be known. Figure 13 shows the relationship between Northbound Interface, OSS and 
UDDI. 
 

 
Figure 13: Usage of Web Services for the Northbound Interface 

 
2. Peer-to-Peer approach 
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Because the use of the UDDI registry is not a peer-to-peer solution, another solution is 
proposed. With this solution, the OSS can contact any node in Madeira with a Web 
Services SOAP request. The receiving node will forward this request to its cluster head 
by using Port Forwarding. This process will be repeated until it reaches the top level 
cluster head, which will reply with a SOAP message containing its address. This 
response will travel down the clustering hierarchy until the original node sends it to 
the OSS. Subsequent requests from the OSS will be done directly to the NBI node. In 
this approach, the OSS has to be aware of the address of at least one node in the 
network. Because of time constraints, this approach is not further developed. 

 
The OSS has to be able to detect a change of the NBI node. When such a change is detected, 
the OSS can contact the UDDI registry in order to acquire the new address. For this detection, 
a polling mechanism can be used. When a timeout occurs, the detection process of the new 
NBI node is restarted. This can be either by using the UDDI registry, or by using the peer-to-
peer solution. 
 
Internal structure 
The Northbound Interface propagates instructions from the OSS to the platform, and data 
from the platform back to the OSS. The internal structure is depicted in Figure 14. 
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Figure 14: NBI Architecture 

 
As is shown in this picture, the Northbound Interface offers the following services, divided 
into five groups: 

1. The Policy Manager can be used to add, change or remove policies to the Madeira 
Management System. 

2. The Network Manager provides information about the network topology and 
management clusters. 

3. The Command Injection Manager receives commands from the external OSS, forwards 
them to the appropriate Madeira components for further processing and sends back 
the corresponding response to the OSS. The OSS can use the Command Injection 
Manager to disable Base Stations or to acquire a list of currently active alarms for 
example. 

4. The Events/Notifications Manager receives alarms and events from Madeira, and 
converts these messages to a format readable by the OSS. Notifications will be sent to 
every subscribed consumer. This means that multiple Operations Support Systems can 
monitor the Madeira Management System. 

5. The OSS Connection Manager enables the OSS to (re)discover the Northbound 
Interface node. It publishes for example the address of the Northbound Interface in 
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an external UDDI registry. It also responds to polling messages sent by the OSS to 
check connectivity with Madeira. 

 
4.2.2 Implementation 
The prototype of the Madeira management system is developed and implemented by the 
different members of the Madeira consortium. Since the chosen programming language is 
Java, the Northbound Interface was also to be implemented in this language. Section 
“Implementation” in Appendix A – Relevant Web Services standards contains information on 
the available software that offers support for the necessary Web Services standards. As stated 
there, support for Web Services in general, and the OASIS Web Services Notifications standard 
in particular, is given by Apache Pubscribe. This web application needs a web container or 
web application server to run. The recommended solution, Apache Tomcat, was well 
documented and proved to work correctly. Thus, for the implementation of the Northbound 
Interface, the following solution is chosen: 

• Apache Tomcat v5.5, web container 
• Apache Pubscribe v1.1, web application with support for Web Services including Web 

Services Notifications 
 
To ensure an efficient implementation of the Northbound Interface within the Madeira 
prototype, both had to run in the same Java Virtual Machine. Thus, instead of starting Apache 
Tomcat as a standalone application, it had to be started during runtime by the Madeira 
software, which proved to be a challenge but was accomplished by David Ortega, Madeira 
project participant and colleague at Telefónica. 
 
The basis of the Northbound Interface is its WSDL file. It specifies all the available methods, 
including message formats and protocols. It also contains the necessary information on the 
notification topics, as well as the structure of the notification messages. This file is then 
automatically converted into Java class files. After implementing the functionality in these 
files, the application was deployed as a Web Service. 
 

4.3 Operations Support System 
The Northbound Interface only responds on Web Services requests. It does not provide a 
graphical interface. In order to show the capabilities of the Madeira management system, and 
to create a comprehensible testing environment, a Madeira-specific Operations Support 
System (or OSS) is created. This system can issue Web Services requests to the Madeira node 
that runs the Northbound Interface. This NBI node is usually the top level cluster head. 
 
4.3.1 Design 
As mentioned in section 4.2, the NBI uses ‘normal’ Web Services request/response 
communication to reply on requests from an OSS. The OSS then acts as a client, while the NBI 
acts as server. The NBI also offers also a publish/subscribe mechanism which enables an 
external OSS to subscribe for certain topics and receive notifications, compliant to the OASIS 
Web Services Notifications standard [WSN06]. To be able to receive notifications, the OSS has 
to listen on a predefined address. Although it is not necessary to implement a Web Service to 
receive response, this is the preferred approach. Apache Pubscribe [Pub06] offers such a 
service when it is run in ‘consumer mode’. 
 
Because of these different communication mechanisms, the Madeira OSS consists roughly of 
three different components. Each of these components will be described in more detail 
below. Figure 15 gives a graphical representation on the communication structure between 
NBI and OSS. 

1. Apache Pubscribe in consumer mode 
2. MySQL database 
3. JSP pages 
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Apache Pubscribe in consumer mode 
Apache Pubscribe is a web application. This web application has to be executed in a web 
container of application server. It is recommended to use Apache Tomcat as its web 
container. 
Apache Pubscribe enables the OSS to be a Web Service that can receive and handle 
notifications. For this, Pubscribe has to be in ‘consumer mode’, implementing the “Notify” 
method. This is the method that is invoked by the Web Services request sent by the Madeira 
NBI. 
The basis of the Madeira OSS Web Service is the WSDL (Web Service Description Language) 
file. This file describes the interface and contains for example the available methods, data 
types, and supported transfer mode. 
Upon receiving a notification, the OSS will analyse the contents. After determining if it is an 
FM alarm or a CM event, the OSS checks the MySQL database if the alarm or event already 
exists. It will then either update the information or insert a new entry. 
 
MySQL database 
The MySQL database contains the notification information. It has one table for FM alarms, and 
one table for CM events. The database is filled by the OSS Web Service that runs in Pubscribe. 
The JSP pages also access the database. They can acquire the information and delete 
notifications. 
 
JSP pages 
The JSP pages offer the user access to Madeira. They provide a graphical user interface that 
can be reached by an Internet browser using HTML over HTTP. The JSP pages provide an easy 
access to the services offered by the Madeira NBI. For the user, they are the starting point for 
all the request/response based methods. Besides, they depict the notification information 
stored in the MySQL database. 
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Figure 15: Communication structure between NBI and OSS 

 
 
4.3.2 Using the OSS 
Initial screen 
The OSS can be reached using a web browser. When opening the initial page, shown in Figure 
16, the OSS offers two ways to connect to the Northbound Interface of the Madeira 
management network: 

1. Entering the address of the NBI directly. This address is the Web Service Endpoint and 
typically has the following value: 
“http://<IPADDRESS>:8080/pubscribe/services/MadeiraNbiPort" 

2. Using the UDDI. When using this method, additional information is required like the 
organization and service names under which the NBI address is registered. 

For both methods, the address of the OSS should be entered. This address is used to indicate 
the NBI where notifications should be sent to. 
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Figure 16: Madeira OSS – Initial screen 

 
Main window 
After clicking connect, the OSS will try to connect to the NBI, possibly by contacting the UDDI 
first. When the connection was successful, information on subscribed topics is acquired from 
the NBI, after which the user can go to the main window, shown in Figure 17. 
 

 
Figure 17: Madeira OSS – Main window 

 
The main window shows the following information: 

• Available methods 
The user can acquire and send policies, get the physical and cluster topology and 
disable base stations. 

• Available topics to subscribe to for notifications 
The user can subscribe for the FM alarms and CM events. When the OSS is subscribed 
for a certain topic, this is marked with a checkmark ( -icon) in the main window. 

• Connection status 
It shows information on the connection status. If the NBI does not respond, it is 
depicted here. Information on possible UDDI failures is also shown. The OSS calls the 
KeepAlive method every 30 seconds. When connection is lost, it tries to reconnect 
every 10 seconds. When UDDI is used, it consults the registry every 10 seconds before 
polling the NBI. It is also possible to manually select a new NBI address. An example 
screen on connection loss is shown in Figure 18. 
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• CM events 
Information on the CM events present in the database. All events can be removed by 
clicking on the -icon. Clicking on an event will give detailed information on it. 

• FM alarms 
Information on the FM alarms present in the database. All alarms can be removed by 
clicking on the -icon. Clicking on an alarm will give detailed information on it. It is 
also possible to synchronize the alarms by acquiring the active alarms. To do this, 
click on the –icon. 

 

 
Figure 18: Madeira OSS – Loss of connection with NBI 

 
Policies 
The OSS offers the ability to influence the behaviour of Madeira by altering the policies. 

• Introduce policy 
The introduce policy window enabled a user to dispatch policies to the Madeira 
management system. Removing a certain policy is done by submitting an inactive 
policy with the same identifier. 

• Get policies 
The get policies window will show all the available policies in the Madeira 
management system. 

 
Topology 
Madeira offers two different kinds of topology. The cluster topology depicts the clustering 
hierarchy while the physical topology gives information on interfaces, routes, neighbours and 
connected wireless equipment. 
 
Cluster Topology 
The cluster topology window gives you a number of fields you can fill in. All of them are 
optional. If all fields are left blank, this results in acquiring the total cluster topology by 
starting from the top of the clustering hierarchy.  

• The AMC ID field specifies the AMC ID (i.e. the node) from which the topology 
information should start. 

• The Time field is disabled in this prototype of Madeira 
• Level indicates at which level the topology information should start. 
• The Scope indicates how many extra levels should be included. When the scope is 0, 

only one level will be sent. 
• Get as XML indicates if the response should be represented as an XML file. 

 
The clustering hierarchy will be depicted as a figure. It will show the number of nodes per 
cluster, and the name of the cluster. Clicking on a certain node will give you a number of 
options: 

  Page 34 of 55 



 
 Possibilities of Peer-to-Peer Technology in Network Management 

• get the physical topology. Clicking on this option on a certain node will get the 
physical topology for all nodes under the selected node in the clustering hierarchy. 

• disable base station. Clicking this option will present a screen to disable the selected 
base station. 

• acquire 2 extra layers of cluster topology (only available on cluster heads). When you 
click on a cluster head, you can select this option to acquire 2 extra layers of 
clustering information, starting at that point in the clustering hierarchy. This enables 
users to ‘walk’ through the cluster topology. 

 

 
Figure 19: Madeira OSS – Cluster Topology 

 
Physical Topology 
The physical topology window gives you a number of fields you can fill in. All of them are 
optional. If you do not fill in any field, you will receive the total physical topology, starting 
from the top of the clustering hierarchy. The meaning of the fields is identical to the Cluster 
Topology. 
 

 
Figure 20: Madeira OSS – Physical Topology (collapsed) 

 
The physical topology will be shown as a collection of tables as depicted in Figure 20. Each 
table represents a single node, and is ‘collapsed’. Clicking on the -icon will expand the 
table and show all the information on that node. For each node, information on uptime, 
addresses and neighbours is shown, as well as information on the interfaces, routes and 
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connected wireless equipment. Clicking on the –icon will collapse the table again. The 
expanded view is shown in Figure 21. 

 

 
Figure 21: Madeira OSS – Physical Topology (expanded) 

 
 

4.4 Advantages 
In the process of cooperating in the overall design, implementation and testing of the Madeira 
management solution in general and the Northbound Interface in particular, a number of 
advantages of the peer-to-peer approach to network management were revealed. 
 
Distributed approach without a fixed, central entity 
Once the underlying networking infrastructure is set-up, and IP connectivity is established, 
the Madeira platform provides services that enable the deployment of network management 
applications in a distributed fashion. No fixed, central entity is necessary for Madeira to fulfil 
its management tasks. The nodes in the Madeira network management solution communicate 
with each other and automatically create a hierarchical management overlay, which can be 
used by management applications, as proven by Configuration Management and Fault 
Management applications in the prototype. 
By eliminating this fixed, central entity, there is no single point of failure. Nodes 
communicate with each other as peers. They automatically form clusters and dynamically 
choose a cluster head that is responsible for forwarding information to and from the cluster.  
 
Scalability 
To improve the scalability of the network management application, Madeira automatically 
creates management clusters. Each cluster has a cluster head, and all clusters form a 
clustering hierarchy. A cluster head of a level n management cluster is automatically a 
member of an n+1 management cluster. Clusters are created dynamically. When more nodes 
are added to the network, new clusters are formed and, if necessary, more layers of 
clustering are added. 
The use of this clustering hierarchy can be seen as using mid-level managers, since the 
network is divided into smaller section for which an entity is responsible. As indicated by 
[ScQu00] and [MaZn98], this approach has good scalability behaviour compared to a 
centralised approach since it decreases the computational load per manager and the 
communicational load on the network. An advantage of the Madeira approach is that clusters 
and layers are created automatically and dynamically, increasing the flexibility of the 
network management system [ScQu00]. 
 
Manageable from one point 
The node at the top of the clustering hierarchy, the top level cluster head, is responsible for 
the whole network. This node will receive the correlated notifications that are to be 
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forwarded to external Operations Support Systems (OSSs). This node typically runs the 
Northbound Interface. This interface enables such an external OSS to acquire management 
information and to perform simple management tasks on the complete network from one 
single point. Moreover, an OSS can subscribe on notification topics based on the OASIS Web 
Services Notification standard (see Appendix A – Relevant Web Services standards for more 
information). When the NBI receives an event or alarm notification from Madeira, this 
notification will then be transformed and forwarded to all subscribed consumers. 
 
Robust 
The dynamic clustering principle of Madeira is already described above. An advantage of the 
flexible hierarchy is the robustness against changes in topology. In a dynamic environment, 
nodes can be added or removed constantly. When a node is added, it will try to join an 
existing management cluster. If this is impossible, it will form its own cluster and become 
part of the clustering hierarchy. When a node is removed, either intentionally or because of a 
failure, two different scenarios exist: 

• Removal of a cluster head, which is solved by re-clustering and choosing a new cluster 
head; 

• Removal of a cluster member, which does not have a big impact on the hierarchy. 
Note that this case concerns cluster members on the lowest level. Cluster members 
on higher hierarchy levels are cluster heads in lower levels. 

Depending on the policies, adding and removing of nodes can cause notifications that are 
forwarded to higher levels. 
 
Open standards and platform independence 
The Madeira Northbound Interface uses Web Services to communicate with external 
Operations Support Systems. The usage of Web Services ensures cross-platform 
communication [W3C]. Its platform independence combined with the use of open standards 
enables external entities to easily communicate with the Madeira management system. The 
Northbound Interface uses well-defined standards like SOAP, UDDI (optional), WSDL and OASIS 
Web Services Notifications, which are all explained in Appendix A – Relevant Web Services 
standards. 
 

4.5 Issues and disadvantages 
Besides the advantages mentioned in the previous section, a number of issues were also 
exposed in the design, implementation and testing process. These issues are described in this 
section. 
 
Setting up the infrastructure 
In practice, setting up the wireless mesh infrastructure requires some pre-configuration. This 
was also encountered while testing the Madeira prototype. On all nodes, the same wireless 
channel and SSID (Service Set Identifier, to identify the wireless network) had to be chosen. 
In addition, IP addresses had to be configured, including the gateway address of the node that 
was connected to the Internet. Only after providing IP connectivity, the Madeira prototype 
could be executed and tested. 
 
Security 
The current design of the Madeira framework does not contain any security measures since 
this was outside the scope of the project. However, security (e.g. encryption, authentication, 
non-repudiation) is an important aspect in network management in order to ensure, for 
example, correct management information. The current design cannot determine malicious 
nodes. These nodes could send wrong event or alarm notifications for example. This creates 
the need for a security mechanism in which legitimate peers exchange correct information in 
a secure manner. However, the lack of a central entity has its consequences on the security 
aspects of the management application. For example, Public Key Infrastructures (PKIs) 
typically rely on centralized architectures, where entities authenticate each other via a 
trusted Certificate Authorities (CAs). This centralized approach is less suitable for peer-to-
peer based systems as indicated by [LuZe02] and [AbDa04]. Another solution thus needs to be 
researched. 
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Clustering is not based on proximity 
Madeira is developed to support different underlying routing mechanisms. The prototype 
relies on IP connectivity, and uses a simple program which informs each peer of the presence 
of other peers. It goes without saying that this solution is not very scalable, since every peer 
is informed of all other peers in the network. 
This knowledge is used to create the management clusters. When a node joins the network, it 
will try to join an existing (level 0) management cluster. If this is not possible, for example 
when all management clusters already reached their maximum number of peers, the node 
will form a new management cluster. When a second node joins the network, it will also try 
to join an existing cluster, and thus will join the newly founded cluster. Unfortunately, 
information on proximity is not included in this process. This would mean that a (level 0) 
management cluster can be spread over the complete network. Given the fact that a cluster 
member communicates with its cluster head (e.g. in case of alarm or event notification), this 
would cause unnecessary traffic in an environment where bandwidth is already scarce. Figure 
22 (left) gives an example of how clustering could look like when node G joined the network 
and created a new cluster. The figure on the right shows how this cluster 3 looks like after 
node H joined the network. Dark nodes are cluster heads. 
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Figure 22: Clustering example 

 
Hierarchical structure 
The hierarchical structure of the clustering has a number of advantages already mentioned in 
the previous section. Although there is no central point of failure due to the flexibility of the 
clustering algorithm, the top level cluster head is responsible for the whole network. Alarms, 
for example, travel up the hierarchy and, depending on the policies, could reach this top 
node. This is inherent to the hierarchical structure, but could eventually lead to traffic or 
processing bottlenecks when the amount of nodes in the network increases, as indicated by 
[ChLi02]. 
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5 Conclusion and Future work 

5.1 Conclusion 
This thesis focused on peer-to-peer principles in the field of network management. After 
describing different management approaches, peer-to-peer technology was introduced. Peer-
to-peer networks have similarities with mobile ad hoc networks, as both provide network 
connectivity in a decentralized nature. For a specific type of mobile ad hoc network, i.e. a 
Wireless Mesh Network, the possibilities of a decentralised, peer-to-peer management system 
are explored, based on experience gained in the Celtic Madeira project. In this international 
project, peer-to-peer principles are used to develop a completely decentralised network 
management solution. 
 
The main research question stated in the introduction has been used as a basis for this thesis. 
Combined with the sub research questions, it offered a guideline for the overall research 
process. In this conclusion, first the sub questions will be answered, followed by the main 
research question. 
 
The first sub question, “What different approaches to network management exist?”, is 
answered in section 2, where four different management approaches are distinguished. 
Traditional network management is typically based on a centralized management approach, 
in which a central manager is the only responsible for managing the complete network. Due 
to the poor scalability of the centralized approach, weakly distributed management 
approaches were developed, which resulted in the introduction of midlevel managers. A 
midlevel manager acts as both a manager and an agent, and is responsible for managing a 
part of the network. In both these approaches, agents act as simple data collectors. In the 
third approach, the strongly distributed management approach, agents can execute 
management tasks themselves and report the results back to the (midlevel) managers, 
creating a more flexible solution. Finally, in the cooperative management approach, the 
hierarchical communication structure is removed. Moreover, instead of simply executing 
management tasks, agents ‘know’ the goal of the task. 
 
For the second sub question, “In which category does network management based on peer-to-
peer principles fit best?”, the four different management approaches are compared with 
peer-to-peer networks in general and the approach taken in Madeira in specific. Peers in a 
peer-to-peer network have a high degree of autonomy. Combined with the flexibility to 
changes in the topology and the decentralized nature, this eliminates the centralized and 
weakly distributed approaches because of their lack of robustness and the fact that nodes (or 
agents) act as simple data collectors. As indicated in section 3.2, hybrid peer-to-peer systems 
make use of super peers. These super peers have a more ‘server-like’ role in the network 
since they provide regionally centralised services. They introduce a form of hierarchy, which 
resembles the strongly distributed approach. In pure peer-to-peer systems, communication is 
not bound to any hierarchy, which has more similarities to the cooperative management 
approach. The approach taken in Madeira should be seen as a strongly distributed approach 
due to the different levels of clustering. In this clustering hierarchy, one node is assigned as 
top level cluster head. This node is thus responsible for the whole network. 
 
The answer to the third question, “Is it possible to set up a network management system 
without pre-configuration or user intervention?”, is based on experience with the Madeira 
prototype. To enable communication between nodes in a network, IP connectivity is typically 
required. In a Wireless Mesh Network, this results in some manual pre-configuration (e.g. 
wireless channel, SSID and IP configuration). After establishing IP connectivity, it is possible 
to set-up a network management system without pre-configuration or user intervention, as is 
proven by the Madeira prototype. 
 
To answer the fourth question “How can one acquire management information about the 
whole network from a single point in a completely distributed management framework?”, a 
Northbound extension to the Madeira prototype has been developed. A description of this 
interface can be found in section 4.2. This so called Northbound Interface enables external 
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entities, like Operations Support Systems, to acquire management information and perform 
simple management tasks (e.g. disable base-stations or introduce policies) on the whole 
network from a single point. It is based on Web Services to ensure cross-platform 
communication. This interface supports ‘normal’ request/response based communication as 
well as publish/subscribe based communication, all based on open standards. The node that 
runs the Northbound Interface can change due to reconfiguration. For the discovery of the 
node that runs the Northbound Interface, two solutions have been proposed. Due to time 
constraints, only the UDDI-based solution has been integrated in the prototype. 
 
The answer on the main research question, “What are the main advantages and 
disadvantages of using peer-to-peer technology in the field of network management?” is 
based on experience gained while cooperating in the Celtic Madeira project, combined with 
the acquired knowledge researching and answering the sub questions. The following main 
advantages are discovered: 
 

• No central, single point of failure. Peer-to-peer technology enables the development 
of a strongly distributed network management approach or a cooperative 
management approach. Pure peer-to-peer systems do not inhibit hierarchy, which 
resembles the cooperative management approach where communication is also not 
bound to a specific hierarchy. Hybrid peer-to-peer systems on the other hand make 
use of super peers and thus have more similarities with strongly distributed 
approaches. In both types of peer-to-peer networks, no fixed, central entity is 
necessary. Super peers can for example be dynamically elected, as is the case in the 
clustering algorithm in the Celtic Madeira approach. 

 
• Scalability. Peer-to-peer principles can be used to divide the network into smaller 

clusters. The clustering overlay as used in the Celtic Madeira approach automatically 
divides the network in small groups to increase the scalability. Each cluster has a 
cluster head that is responsible for that cluster. In addition, a clustering hierarchy is 
created. Events and alarms are correlated at each level and, depending on the 
policies, are forwarded to a higher level. Also Distributed Hash Tables, which can be 
used to store and lookup data in a completely distributed fashion, provide a highly 
scalable environment. 

 
• High autonomy. In both strongly distributed and cooperative network management 

approaches, agents are more than simple data collectors. They are capable of 
performing network management tasks themselves, and in the case of cooperative 
management, they even ‘know’ the goal of the tasks they are performing. This high 
degree of autonomy is similar for peers in a peer-to-peer network. 

 
• Robust to changes in the topology. Peer-to-peer systems are typically designed to be 

able to cope with changes in the topology. These changes occur when nodes join or 
leave the network. In the case of Celtic Madeira, the clustering algorithm is 
specifically designed to cope with these situations. Changes in this topology 
automatically trigger re-clustering, ensuring a correct functioning management 
overlay. 

 
• The usage of Web Services has proven to be a feasible solution to provide external 

entities access to a decentralized management system. The Northbound Interface, 
which has been developed for the Celtic Madeira project, enables external entities to 
acquire management information and perform simple management tasks. In 
combination with the clustering hierarchy, this interface makes the distributed 
management system accessible and manageable from one point. Moreover, using Web 
Services for the Northbound Interface ensures cross-platform communication while 
the usage of open standards increases the interoperability. 

 
• As also proven by the Celtic Madeira approach, the decentralized nature of peer-to-

peer systems can be used to create a distributed management system for 
decentralized network environments as Mobile Mesh Networks. 
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Besides these advantages, the following disadvantages were discovered: 
 

• Security. As is the case in both strongly distributed approaches and cooperative 
management approaches, both approaches have high security requirements. 
Detecting malicious nodes, encrypting communication, authentication and 
authorization of users are aspects that have to be taken into account to ensure a 
secure environment and correct management information. The lack of a central 
entity in peer-to-peer systems creates difficulties in the field of security. For 
example, typical Public Key Infrastructures use centralized, trusted Certificate 
Authorities to authenticate users. For a completely decentralized environment, other 
solutions need to be researched. These solutions could be more complex. 

 
• A specific disadvantage of the clustering algorithm in the Celtic Madeira approach is 

the fact that clustering is not based on proximity. The clustering algorithm in Madeira 
is developed to work on top of any routing protocol. However, due to the scarce 
availability of bandwidth in Wireless Mesh Networks, effective usage of the routing 
protocol is also important for the management application. In the current approach, a 
management cluster could be spread over the whole network. Since a cluster member 
communicates with its cluster head, it is expected that network traffic could be 
reduced when ensuring nodes in a cluster to be close to each other. 

 
• Although the hierarchical structure in a strongly distributed management approach 

improves the scalability compared to the centralised or weakly distributed 
management approach, one node remains responsible for the complete network. 
When the size of the network increases, causing more alarm/event notifications for 
example, traffic and processing bottlenecks could occur at the top level cluster head. 

 
• As already mentioned as a disadvantage in cooperative management approaches, the 

high degree of autonomy, and the ability to execute management tasks and cooperate 
with other nodes in the network increases requirements on available resources as 
processing power and memory for example. 

 
Concluding, the usage of peer-to-peer principles seems promising. They can be used to create 
strongly distributed and cooperative management approaches, which have better 
characteristics concerning robustness and scalability then centralized or weakly distributed 
management approaches. The lack of need for a fixed, central entity in peer-to-peer 
technology eliminates a single point of failure. The high autonomy of nodes ensures nodes can 
cooperate with each other to perform management tasks without the help of a central 
manager. The Celtic Madeira project proved the feasibility of using peer-to-peer principles 
for the management of Wireless Mesh Networks. When IP connectivity is established, Madeira 
can automatically create a dynamic, hierarchical management overlay. Moreover, Web 
Services proved to be an appropriate solution to enable external entities to communicate 
with a distributed management system because of the platform independence and the usage 
of open standards. One of these standards is the OASIS Web Services Notification standard, 
which enables external entities to receive information in a publish/subscribe manner. 
However, there are a number of issues and disadvantages in using peer-to-peer principles. An 
important aspect is security. Typical Public Key Infrastructures rely on central entities. When 
these entities are not present, other solutions are to be researched. The following section 
contains ideas and elaborations on areas where further research could be aimed on. 
 

5.2 Future work 
Incorporate Distributed Hash Tables (DHTs) 
Structured peer-to-peer overlay networks based on Distributed Hash Tables (DHT) have gained 
attention of the research community, given the different algorithms and implementations 
that have been developed [Pos03][AbDa04][Män05][PiJu06]. A DHT can be used as a 
distributed storage and lookup service. Even a notification (publish-subscribe) infrastructure 
has been developed, based on a DHT [RoKe02]. Also for network management, the usage of 
DHT-based overlays could be useful: 
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• Store user data. When a user tries to access the management system (or, in case of 
Madeira, the NBI), the DHT could be accessed to see if the user is authorized to 
acquire management information or perform management tasks. 

• The DHT could also be used as a distributed storage solution to store historic 
information on, for example, topology or alarms. 

• Sending and receiving notifications is already possible [RoKe02], so developing a 
distributed management solution based on DHTs might also be a possibility. Naturally, 
research is needed to discover the feasibility. 

 
Peer-to-peer security 
A disadvantage mentioned in section 4.5 concerned the security in a completely decentralised 
peer-to-peer environment. Research is required to ensure a secure environment. In fact, trust 
in peer-to-peer and ad-hoc networks is an area that has already gained attention of the 
research community, as proven by [LuZe02], [SiLi03], [AbDa04] and [BeKu04]. For example, it 
is possible to use a decentralized Public Key Infrastructure (PKI) which is maintained by the 
participants. In other words, No central controls or Certifying Authorities (CAs) are used. 
[AbDa04] distinguishes three main subclasses of decentralized PKIs: 

1. Web-of-trust 
In a web-of-trust, participants know the public keys of some other peers. The 
participant can use the knowledge of these other peers to certify the public key of 
other peers. This model is used in PGP [PGP06] for example. A problem with this 
approach is that the strength of a trust chain is determined by its weakest link. 

2. Statistical approach 
In statistical approaches, the public key information from many peers is obtained and, 
if it is possible to form a quorum, the public key is considered authentic. 

3. Hybrid approach 
In these approaches, public key information is obtained from many peers, after which 
a weighted quorum is formed. This quorum depends on the relative trust level of the 
information providing peers. 

[AbDa04] presents a solution based on a statistical approach. It uses structured P2P overlays 
using Distributed Hash Tables, or DHTs (already mentioned in section 3.3). This is considered 
a better solution than the web-of-trust which uses flooding, and fails to use the collective 
knowledge of the whole population. Such a system might be implemented in a network 
management system. 
 
Madeira specific 
The Madeira approach is developed for Wireless Mesh Networks. However, the concept of 
creating a distributed hierarchical clustering overlay in a fully automated manner might also 
be useful in other types of networks. Research is needed to discover in which situations such 
a decentralized clustering concept could be required, and if some changes are necessary in 
the algorithm when it is applied in fixed networks. 
 
Madeira is designed to work on top of any routing protocol. Although this ensures a high 
degree of flexibility, it also has a disadvantage already explained in section 4.5 concerning 
wide-spread clusters. A solution for this problem could be to increase the cooperation 
between the clustering algorithm and the underlying routing protocol. However, research is 
needed to discover which routing protocol would perform best. Some initial ideas: as already 
mentioned in section 3.4.1, a proactive routing protocol is less suitable with a high number of 
nodes. This is the same for the reactive routing protocols when a large amount of route 
requests are generated because of the flooding-nature of these requests. A hierarchical, 
cluster-based routing algorithm could be a good place to start. This could enable one-on-one 
mapping of ‘routing-cluster with Madeira management clusters, which could optimise 
bandwidth usage in forwarding management information. 
 
Because of re-clustering due to topology changes, section 0 introduces two different methods 
to discover the NBI node. The UDDI approach uses an external UDDI registry, which does not 
qualify as a peer-to-peer solution. In the second approach, no central entities are used. 
Research is needed to discover the feasibility and efficiency of this approach. 
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Research into peer-to-peer security has already been mentioned. However, also for the 
Northbound Interface, security is an important element. Aspects as encryption, 
authentication and authorization for example are necessary to ensure management tasks are 
performed by authorized users and management information is only acquired by approved 
entities. A starting point could be the usage of the OASIS Web Services Security standard 
[WSS06], but there are more solutions like creating an encrypted channel using an SSL (Secure 
Sockets Layer) connection. For more information on securing Web Services, please refer to 
[Sun03] and [IbMi02]. 
 
To discover if the Northbound Interface could be a possible bottleneck, testing is required to 
discover the limitations of number of requests per second, the number of notifications per 
second, maximum number of consumers and the maximum size of the requests/notifications 
for example. Load balancing might be required to solve possible problems. This could be 
achieved by letting another node run the NBI if the top level cluster head cannot handle the 
load. Another solution could be by allowing multiple instances of the Northbound Interface on 
different nodes. Requests could then be handled by the NBI with the lowest load. Allowing 
multiple NBIs might, however, create difficulties in storing subscription information for 
notification topics. This might be solved by storing this information in a distributed fashion, 
for example by using a structured P2P overlay based on Distributed Hast Tables. 
 
Another improvement for the Northbound Interface could involve using a different XML 
parser. As indicated in [ElPa02], the flexibility and interoperability of the SOAP protocol has 
been partly achieved at the expense of run-time performance. To improve this performance, 
it is important to (1) handle communication as efficient as possible, and to (2) choose a 
parser that is suitable for the type of XML documents used in the Web Service applications 
[ElPa02]. In the current prototype, the default Apache Xerces parser is used. Performance 
testing is needed to discover which other parser would perform better. In [MaFe05], a number 
of guidelines are developed to evaluate this performance, and suggestions are made to make 
improvements. 
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Appendix A – Relevant Web Services standards 

Standards 
Description 
According to W3C, a Web Service is “a software system designed to support interoperable 
machine-to-machine interaction over a network. It has an interface described in a machine-
processable format (specifically WSDL). Other systems interact with the Web service in a 
manner prescribed by its description using SOAP messages, typically conveyed using HTTP 
with an XML serialization in conjunction with other Web-related standards.” [W3C]. The 
figure below depicts the typical communication structure when using Web Services. 

 
Figure 23: Web Services communication 

 
SOAP 
When using Web Services, XML based messages are exchanged between two Web Services 
Endpoints. The SOAP protocol is an XML messaging protocol [SOA03]. A SOAP message 
typically consists of a header-part that contains some addressing information and a body-part 
that contains the actual message contents. The header and body are packed into an envelop. 
For the transport of these SOAP messages, the HTTP protocol is mostly used. Other protocols 
as FTP or SMTP for example can also be used, but are less common. 
 
Web Services Description Language, or WSDL 
To describe the public interface of a Web Service, the WSDL (Web Services Description 
Language) has been developed. This XML based language describes how a client can 
communicate with the Web Service [WSD01]. It mainly contains information on message 
formats, operations and protocol bindings. The structure of a WSDL document is as follows: 

• name space imports 
• types (defines message formats for example) 
• messages 
• portType (defines operations) 
• binding (defines protocol bindings) 
• service (defines service) 

 
Universal Description, Discovery and Integration, or UDDI 
UDDI is an XML-based registry in which businesses worldwide can list themselves on the 
Internet. It is an open industry initiative that enables businesses to publish services they 
offer, including instructions on how these services can be accessed [UDD06]. 
Combined with SOAP and WSDL, these three technologies are considered to be the basis of 
Web Services. It is designed to be interrogated by SOAP messages and to provide access to 
WSDL documents describing the protocol bindings and message formats required to interact 
with the web services listed in its directory. 
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Web Services Resource Framework, or WSRF 
The Web Service Resource Framework (WSRF) is an OASIS standard. Normally, a Web Service 
by itself is stateless. In other words, it does not retain data between invocations of clients. 
This is a disadvantage which limits the functionality of Web Services. Workaround for this 
problem exists, for example by using an external database to store the information and 
having the Web Service access this database. 
Instead of using workarounds to acquire this ‘stateful’ functionality, WSRF provides a clean 
set of methods which allow data to be stored and retrieved in the Web Service. This data is 
stored as “ResourceProperties”. These ResourceProperties are declared in the WSDL file. 
WSRF provides methods to set and acquire the value of a certain ResourceProperty [WSR06a]. 
The following operations are available by default: 

• GetResourceProperty, get a single ResourceProperty, based on the qname 
(namespace and ResourceProperty name); 

• GetMultipleResourceProperties, get multiple ResourceProperties at the same time; 
• SetResourceProperties, set the value of a single ResourceProperty; 
• QueryResourceProperties; acquire a list of all the available ResourceProperties. 

 
The piece of ‘code’ below is an example of the ResourceProperties declaration in a WSDL file. 
It contains two different properties, ConnectionStatus and LastLogin. Both properties are 
defined in the ‘types’ namespace, hence the “types:...”. 

<element name="ResourceProperties"> 
 <complexType> 
  <sequence> 
   <element ref="types:ConnectionStatus" /> 
   <element ref="types:LastLogin" /> 
  </sequence> 
 </complexType> 
</element> 

 
Web Services Notifications, or WSN 
Since Web Services are request/response based, where requests are initiated by the client 
and the server took care of the response, no support for notifications was initially present. 
The OASIS Web Services Notification [WSN06] standard offers this ability in a 
publish/subscribe way. It enables clients to subscribe for a certain topic and the server to 
send notification messages to all subscribed consumers. 
WSN builds on top of WSRF. The topics a client can subscribe to are defined as 
ResourceProperties. Upon subscribing, a client can specify a subscription expiry time. 
Notifications are SOAP messages that are sent to a certain Web Services Endpoint. The 
address of this endpoint is specified by the client on subscribing for a topic. [WSN06] 
recommends that the consumer also implements a simple Web Service to receive and handle 
the notification messages. This Web Service then has to implement a method called “Notify”. 
The ‘normal’ notification approach is described in the WS-BaseNotification specification. 
However, WSN also contains the WS-BrokeredNotification specification in which notifications 
that were created by other entities are reproduced by the NotificationProduces. 
An example scenario: A client subscribes on a certain topic (i.e. ResourceProperty). When the 
value of this ResourceProperty is changed, the server will send a notification indicating the 
old and new value of the property to all subscribed consumers. 
 
Another Web Services specification that offers support for notifications is Web Services 
Eventing [WSE04]. This specification is mainly developed by Microsoft and IBM and is quite 
similar to the OASIS standard. At the time of writing, WS-Eventing is supported by Microsoft 
.Net. Organizations from both standards are currently working together to “align the two 
specifications and reduce potential for overlap and incompatibilities” [WSE06]. 
 
Web Services Distributed Management, or WSDM 
The OASIS Web Services Distributed Management [WSD06] consists of two sets of 
specifications: 

• Web Services Distributed Management: Management Using Web Services (MUWS) 
[MUW04a] defines how management of any resource can be accessed via Web Services 
protocols 
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• Web Services Distributed Management: Management Of Web Services (MOWS) 
[MOW04] specifications defines how the above mentioned MUWS can be used to 
manage Web Services endpoints. It can be seen as a domain specific application of 
MUWS: management of Web Services, using Web Services. Therefore, MOWS will 
remain out of the scope of this thesis. 

The main idea of MUWS is that every manageable entity in the network is a Web Service 
Endpoint. In other words, every entity implements a Web Service that supports MUWS. This 
allows a user (e.g. a management system or a real-life user) to perform management tasks, 
acquire management information and subscribe for notifications. The Web Service can be 
implemented by the resource itself, or by an agent. 
MUWS builds heavily on WSRF and WSN specifications. The WSRF ResourceProperties 
represent actual properties of the managed resource. To inform the manager of changes for 
example, it uses WSN notifications. 
 
The notifications sent by MUWS have a number of predefined fields. These fields are defined 
in the MUWS part 1 specification [MUW04a] 

• ReportTime Date and time when event was reported (optional) 
• EventID Primary identifier of even (required) 
• SourceComponent Identification of source of event (required) 
• ReportedComponent Identification of reporter (required) 

 
Besides these fields, any other XML content can be added. The MUWS part 2 specification 
[MUW04b] contains some additional elements that could be included. 
MUWS contains a number of predefined topics. These topics are declared in [MUW04c]. 
 

Implementation 
The Apache Software Foundation Web Services Project [Apa06] focuses on open source 
software implementation of different areas in Web Services. Apache Axis [Axi06] is an 
implementation of the SOAP standard, and exists in a Java and C++ version. It is a web 
application that needs a web container or a web application server to run. The recommended 
solution is to use Apache Tomcat as its web container. 
Apache has also developed a Java-based build tool called Ant. With the help of Ant, it is 
possible to create all necessary Java classes based on a WSDL file. In other words, when one 
specifies different message types etc. in the WSDL, Ant will create the corresponding Java 
source files. 
 
An implementation of the Web Service Resource Framework is provided by the Apache WSRF 
[WSR06b] project. It is built upon Apache Axis, so naturally it offers SOAP support. It also 
incorporates the Ant-based WSDL-to-Java generator. It runs as a similar web application as 
Axis in a web container like Apache Tomcat. 
Depending on the information contained in the WSDL file, Apache WSRF supports all 
operations described above. By changing the WSDL file, one or more of these operations can 
be disabled. 
 
An implementation in Java of the OASIS Web Services Notification standard in general and the 
WS-BaseNotification specification in particular is provided by the Apache Pubscribe project 
[Pub06]. At the time of writing, the latest version is Apache Pubscribe 1.1. Since it uses 
ResourceProperties as topics, Apache Pubscribe is built on top of Apache WSRF. In other 
words, installing the Apache Pubscribe web application enables support for SOAP messages 
and the Web Services Resource Framework. 
Apache Pubscribe can be run in two ‘modes’: producer and consumer mode. In producer 
mode, Apache Pubscribe acts as the server to which clients can subscribe. It exports topics 
that can be found in the WSDL description. Apache Pubscribe takes care of the subscription 
process and notification process. The Web Service that runs in Apache Pubscribe only has to 
tell it to send a certain notification to all subscribed consumer on a specific topic. 
The second mode is the consumer mode. In consumer mode, Apache Pubscribe exports the 
“Notify” method which is called when a notification is received. What happens after receiving 
a notification is up to the programmer. 
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A Java implementation of the OASIS WSDM specification is provided by the Apache Muse 
project [Mus06]. It is built on top of Apache WSRF and Apache Pubscribe. However, at the 
time of writing and prototype development, the Muse project used Apache Pubscribe 1.0. 
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Appendix B – NBI Requirements 
This section lists specific high-level requirements on the Northbound Interface. 
 

Functional Requirements 
From OSS to Madeira 
ReqNBI-F-1: Topology Information 
Madeira shall provide topology information to external OSS. It shall include: 

• Information about base stations present in the network, including capabilities, 
resources, etc. 

• Physical’ links between the base stations 
• Connection to the backhaul network 
• Information about wireless equipment connected to base stations 

 
ReqNBI-F-2: Clustering Information 
Madeira shall provide clustering information to external OSS. It shall include: 

• Management clusters 
• Cluster heads 
• Cluster hierarchy 

 
ReqNBI-F-3: Simple Configuration Management Actions 
NBI shall allow external OSS to perform some simple configuration management actions within 
the MADEIRA platform, such as: 

• Disable a Base Station 
 
ReqNBI-F-4: Policies Management 
External OSS shall be able to control/configure the use of policies within the Madeira 
network. NBI shall accept commands related to the policies management, such as: 

• Introduce Policy, which enables the operator to add new policies, change existing 
policies, and remove or disable policies 

• Get an overview of all policies that are present in Madeira 
 
ReqNBI-F-5: Get Active Alarms 
Madeira is able to perform self management. An external OSS is not necessary to perform 
management tasks. This means that an OSS does not always have to be connected to Madeira. 
This, however, implies the need for a method in order to enable the OSS to acquire the 
currently active alarms, that could have occurred in the period there was no OSS connected. 
 
ReqNBI-F-6: Discover NBI address 
The OSS has to implement functionality in order to discover the address of the NBI. 
Furthermore, the OSS has to be able to detect a change of NBI node, for example when a  
reconfiguration is triggered in Madeira.  
 
From Madeira to OSS 
Notifications are required by the Madeira NBI in order to convey status changes, alarms, etc. 
in an asynchronous fashion to an external OSS. One or more OSSs will be able to subscribe for 
events in Madeira. Once an OSS has subscribed to Madeira, it will receive notifications sent by 
the management system. These notifications are the final correlated alarms from FM and 
events from CM applications. 
 
ReqNBI-F-7 Notifications about alarms 
Information about final alarms shall be delivered to the OSS. The operator looking at this 
alarm shall know all relevant information regarding the element or elements affected by it. It 
will include information on base station removal, disabling and failure for example. Additional 
information includes the affected base station, reporting base station, severity and probable 
cause. 
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ReqNBI-F-8 Notifications about network reconfiguration 
Information about reconfiguration of the network shall be delivered to the OSS. It also 
indicates the reason for reconfiguration (base station addition, removal, etc.). 
 
ReqNBI-F-9 Notifications about clustering 
Information about the management clusters in the network shall be delivered to the OSS. This 
could include changes in cluster heads for example. 
 
ReqNBI-F-10 Notifications about wireless equipment 
Madeira shall provide information about wireless equipment being connected to / 
disconnected from the network. 
 
ReqNBI-F-11: Isolated network regions 
Madeira shall provide sufficient information in order to enable an OSS to discover possible 
isolated network regions that are present in the Network. 
 
Other 
This section includes requirements that are not related to either of the two sections above 
 
ReqNBI-F-12: Publish NBI address 
Madeira shall provide a solution in order to enable the OSS to discover the address of the NBI. 
It will publish this address in an external UDDI registry. Furthermore, an additional peer-to-
peer solution will be investigated. 
 
ReqNBI-F-13: Security 
Madeira will offer security mechanisms in order to assure secure and authorized 
communication between an OSS and the NBI. 
 
 

Non-Functional Requirements 
In principle, all of the non-functional requirements listed in [REQ] are also relevant for the 
Madeira NBI. In the following, the highest priority requirements considered in NBI design are 
listed. 
 
ReqNBI-NF-1: Scalable 
The NBI should work independent of the number of NEs present in the network, the number of 
requests being processed, the number of notifications being processed and the number of 
OSSs that are subscribed. 
 
ReqNBI-NF-2: Handle requests 
The NBI will be able to handle requests from one or more OSSs and pass information back to 
them. 
 
ReqNBI-NF-3: Handle notifications 
The NBI will be able to handle notifications sent from Madeira and forward the information to 
all subscribed OSSs. 
 
ReqNBI-NF-4: Openness 
The NBI will use open standards as much as possible to increase the interoperability and the 
ease of use of the Madeira management system. 
 
ReqNBI-NF-5: Recover from network reformation 
The NBI will automatically restart on the top level cluster head in case of network 
reformation. 
 
ReqNBI-NF-6: Testing 
The NBI can be tested against all functional and non-functional requirements. 
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ReqNBI-NF-7: Architecture independent 
The NBI can run on any computer whose OS supports Java. 
 
ReqNBI-NF-8: OSS reference implementation 
A OSS reference implementation will be provided that is able to use all aspects of the NBI. 
 

Summary and priorities 
The summary below includes priority information on all requirements described above 
OSS to Madeira  Priority 
ReqNBI-F-1 Topology Information high 
ReqNBI-F-2 Clustering Information high 
ReqNBI-F-3 Simple Configuration Management Actions medium 
ReqNBI-F-4 Policies Management high 
ReqNBI-F-5 Get Active Alarms low 
ReqNBI-F-6 Discover NBI address medium 
   
Madeira to OSS  Priority 
ReqNBI-F-7 Notifications about alarms high 
ReqNBI-F-8 Notifications about network reconfiguration high 
ReqNBI-F-9 Notifications about clustering high 
ReqNBI-F-10 Notifications about wireless equipment medium 
ReqNBI-F-11 Isolated network regions medium 
   
Other  Priority 
ReqNBI-F-12 Publish NBI address medium 
ReqNBI-F-13 Security low 
   
Non-Functional  Priority 
ReqNBI-NF-1 Scalable high 
ReqNBI-NF-2 Handle requests high 
ReqNBI-NF-3 Handle notifications high 
ReqNBI-NF-4 Openness high 
ReqNBI-NF-5 Recover from network reformation high 
ReqNBI-NF-6 Testing medium 
ReqNBI-NF-7 Architecture independent medium 
ReqNBI-NF-8 OSS reference implementation high 
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