UNIVERSITY OF TWENTE. DINALOG

for Advanced Logistics

SERVICE AND TRANSFER SELECTION 4
FOR FREIGHTS IN A SYNCHROMODAL NETWW

Arturo E. Pérez Rivera & Martijn R.K. Mes

Departmewf Industrial EngineeandBusiness Information Systems
University of Twente, The Netherlands

-

I

ICCI12016- Friday, Septembér
Lisbon, Portuc




—¥ CONTENTS

D Motivation

O Problem: service and transfer selection in a
synchromodal network

o0 Proposed solution:
U Markov Decision Process model
U Approximate Dynamic Programming algorithm
®®® Numerical experiments
ee®e® e \Vhattoremember

™
/

€ U
UNIVERSITY OF TWENTE. 2/22




MOTIVATION
TRANSPORTATION OF CONTAINERS IN THE HINTERLAND
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MOTIVATION

\ SYNCHROMODALITY
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‘ {4\ *Source of video: Dutch Institute for Advanced Logistics (DINALOG) www.dinalog.nl
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MOTIVATION
SYNCHROMODALITY

The characteristics of

synchromodality: A B C
A Mode-free booking for all y
freights. W e e =
A Network-wise decisions at
any point in time. 1
A Real-time information about
the state of the network.
\ Aoveral performance in the — i
network and in time. ——— : — : _

el’»" w *Source of artwork: European Container Terminals (ECT) T The future of freight transport (2011).
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SERVICE AND TRANSFER SELECTION IN A

SYNCHROMODAL NETWORK
PROBLEM DESCRIPTION

Origins Services and transfers Destinations

| . Intermodal @) .
‘ - o
| — Truck + Barge } Train terminal B Freight

\ ' |

- Schedule - Origin
- Duration - Destination
- Capacity - Time-window
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SERVICE AND TRANSFER SELECTION IN A

SYNCHROMODAL NETWORK
A SOLUTION EXAMPLE

—» Truck [] Terminal
— Barge ® Origins
----)» Train @ Destinations

Plan for the Star freight

(t=21) Star Origin_, Terminal 2.
(t=1) Terminal 2, Terminal 3
(t=2) Waiting at Terminal 3

(t=3) Terminal 3, Terminal 5
(t=4) Traveling by barge

(t=5) Terminal 5, Star Destination
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MARKOV DECISION PROCESS MODEL
STOCHASTIC PROCESS UNDER SEQUENTIAL DECISION MAKING

A Stages for sequential decisions: t< 7 = {0,1....., 7™ — 1}
A Stochasticity in the arrival of freights:

Parameter Notation Probability
Number of freights  fe F CN pi ;
Origin i € NP pgt
Destination d e NP Py,
Release-day reRe=1{0,1,2,... R} pEt

" Time-window length %€ K = {0,1,2,..., K**} pkl‘{;t

é } A Decisions in which service to use for a freight, if any, at

A each stage.
o A Objective to minimize a cost function over all stages.
/
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MARKOV DECISION PROCESS MODEL
STATE AND DECISION AT EACH STAGE

A The state describes all freights known at a stage:

St = [Fidr .ty eENLUNLdeNP reR, kK,

A The decision describes all freights assigned to the services at a

stage:
Tt = [‘r'*"-'-sﬁdfk:f}\f('i._j)EAt._d.E,-'\-"'P,er}(it
S.t.
L ]
- O gl D .~
“ Z Tijdkt < Fidokrt, Vi€ -A/tc UN . de N7 ke Ky
) f jeNTu{d} °
) Lid,d, L3, .t 2 Fm,o,Lﬁd’tﬂt: v(i.d) € Ay k€ Ky
é} Tijake =0, Y(i,j) € A,de NP ke Kk <M, +M,q,
[/
DD Tigddt < Qigas V(ij) € A
‘ de‘..-\j'tD kel
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MARKOV DECISION PROCESS MODEL
EXOGENOUS INFORMATION AND TRANSITION FUNCTION

A The exogenous information describes all freights that arrived
between the previous and the current stage:

W, = [ Fido ,\,_ﬁt] N NP Ry ek (3)
A The transition function describes how the system evolves::
S, = SM (S, 1. 201, ) (4a)
. q
‘, Fiidok = Fi—1,id0k+1 — Z Ti—1,ig,dk+1 +Fi14,d,1,k
e (4e)

JEA:|M; ;=1
Vie Nj.de NP k+1€K;

‘!

Y + Z :rt_l:jlzizd-.'l"_‘_ﬂ{j:i!t‘
“
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MARKOV DECISION PROCESS MODEL
TRANSITION FUNCTIGNSMALL EXAMPLE

A The release-day r is relative to the current day t.

A The time-window length k is relative to the release-day r.

A Consider F, 4, freights with k=4 sent from terminal i to terminal |
using a service that lasts 2 days:

t=7 t=8 t=9 t=10 t=11
Monday Tuesday  Wednesday Thursday Friday
. i Fidoa7
",
b)) Fia12s Fidozso
".}' d Fa.d,001
/
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MARKOV DECISION PROCESS MODEL
OBJECTIVE AND SOLUTION ALGORITHM

A The objective is to minimize the expected costs in the horizon:

min E Z Cy (x]) = Z Z Cijit- Z Z r7 i aks |50 (‘

mell £ ‘ -
teT teT (i,5)eA: de,-'\-’tD kel

ot
—

A Thesolutioncan be obt ai nedprincipleaig Bel
optimality and backward induction:
., Vi (Sy) = miI% Cy (x]) + Z p£t+1 -Vig (Sﬂ-f (St:;r:f:w)) VS, e S (6)

T EA;
y 4 1

,;}; All feasible All All states!
" decisions in  realizations
a state! of the
i random
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APPROXIMATE DYNAMIC PROGRAMMING
ALGORITHMIC APPROACH FOR SQIARGE MARKOMODELS.

1. For a comprehensive explanation see Powell (2010) Approximate Dynamic Programming.

UNIVERSITY OF TWENTE. 13 /22



