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MOTIVATION
INDUSTRY IN TWENTE

INTERMODAAL TRANSPORT

= Transportation of containers
to and from Rotterdam.

» Long-haul of the
transportation is done using
barges through Dutch
waterways.

= More than 150k containers
per year (more than 300 per
day).

= There are around 30 container
terminals in Rotterdam.
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MOTIVATION
THE PROBLEM IN ROTTERDAM

= Barges spend around two days waiting and sailing between
terminals in Rotterdam due to changes in appointments (e.g.,
unavailable berths, deep sea vessel arrival, etc.)
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~ PROBLEM DEFINITION
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~ PROBLEM DEFINITION
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SOLUTION APPROACH

THE OPTIMIZATION PROBLEM

6’ Main Parameters Set Probabilities

Planning horizon T=1{012..1T™m*—-1} —

Number of delivery freights F CZ* p? VfeF
Number of pickup freights G CZ* p? Ygeg
Last-mile destinations D pg D pdGD Yd € D
Release-days R =4{0,1,2,.... Rm**} pr._pr YreR
Time-window lengths K=1{0,1,2,.. K™} pf K. pr Ve K

3 “‘x.
9 o8 Decision: Which freights to consolidate in the high-capacity vehicle each pe-

riod of the horizon?

Objective: To reduce the expected total costs over the horizon.
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SOLUTION APPROACH

:“\ THE MARKOV MODEL

The state S, Is the vector of delivery and pickup freights that are
f known at a given stage:

St = [(Frdrk: Grdrk)viep rer kexc - VEET (1)

The arriving information W, is the vector of delivery and pickup
freights that arrived from outside the system between periods t — 1
and t:

s o W, — [(Ft‘d‘r?k.c:t‘dm)} VteT (2)
90 VdeD,reR,kek
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SOLUTION APPROACH

THE MARKOV MODEL

The decision x; is the vector of delivery and pickup freights, which
have been released, that are consolidated in the high-capacity

vehicle without exceeding its capacity Q:

. UNIVERSITY OF TWENTE.

S, VteT

F G
T = [(‘I't_,d:kit;ff.-.k”we@,kex:
s.t.
0<zigp < Fragok Vd€D,kEK
0 < afyp < Graok YdeDkeK

: G -
TrdkTrdk € Z

(3a)

14



SOLUTION APPROACH

. THE MARKOV MODEL

The transition function S™ captures the evolution of the system
¢ from one period of the horizon to the next one:

Se=5SM(8S_ w1, W), VLETI|E>0 (da)
s.t.

F I . ~max )
Fraor=Fti1d0k+1 =Ty g1 + Fio1.d16 + Frdork, | k<K (4b)

Frark=Fi1drs16 + Frark, |72 1 (4c)

, Ft gr Kgmaz = Fy g p gmaz, (4d)

] Graok =CGro1.a0k+1 — T51.daps1 + G118 + Graor. ‘ k< K™% (4e)

Giark=Gi—1drs1k +Grark. 721 (4f)

C]:t?d?.r:f{rnax —_ (.:l:f_?d:.r:_ﬁ’rrlax . (—1%}

VdeD, reR, r+1eR, ke, k+1€K
'
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SOLUTION APPROACH

THE MARKOV MODEL

The cost function C(S;, x;) defines the costs at a given period of the
horizon as a function of the state and the decision taken:

C(Spa)= ) (GD,. IT vea- 11 uyw)) +> (Bi-za)

‘DFED dfe’[)f dl”ED\D; de‘D
(5)
s.t.
1, if - (;[.'F 4+ € ) >0
Yd = ) ZRE)‘L t,d.k t.d,k -. Vd € D (5]7)
0., otherwise
Ztd = Ft‘d?[):g — Ifd.@ + Grt:d.O_._D — "I"Ed,[)'- Vd €D (5(‘)
. UNIVERSITY OF TWENTE. 16



SOLUTION APPROACH

THE MARKOV MODEL

The objective is to reduce the total expected costs over the horizon,
given an initial state:
50} (6)

Using Bellman’s principal of optimality, the Markov model can be
solved with the backward recursion:

— néin (C(St,xy) +E{Vip 1 (Sep1)}), Ve eT
7

= niin (( (St z¢) + E {Vt+1 (SM (St x, Wt+1))}) (7)
t i

—(C* (Se.2) + | (P2 - Visr (SM (80,20, w‘})))

v

22%{20(&-@

teT
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SOLUTION APPROACH

APPROXIMATE DYNAMIC PROGRAMMING

Approximate Dynamic Programming (ADP) is an approach that uses
algorithmic manipulations to solve large Markov models.!

Algorithm 1 Approximate Dynamic Programming Solution Algorithm

Require: 7.F.G.D.R. K, [Cp/lyprcp . Ba,Q, So. N
1: Initialize F}O, Vie T -
2: mn+—1
3: while n < N do

2 e m

10:
11:
12:
13:
14:

Sg(—SD
fort=0to 7™ _1 do

O ¢ mingy (C (87, zf) + V'~ (SM= (8}, z)))
if + > 0 then
Ve (ST « UV (VN (ST, S5, o)
end if B
Ty*  argming, (C(S}.z}) + vt (SMx (S}, x)))
S?:i'* i SJ‘LLE (S? $?*)
Wi + RandomFrom (£2)
57, e SM (ST 2l W)

end for

15: end while
16: return [Tf}N]WeT

1. For a comprehensive explanation see Powell (2010) Approximate Dynamic Programming.

UNIVERSITY OF TWENTE.
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SOLUTION APPROACH

APPROXIMATE DYNAMIC PROGRAMMING

A post-decision state S;"* is used as a single estimator for all possible

realizations of the random variables.
Syt =M (St al), Ve T

A Value Function Approximation (VFA) V*(S7™) for the post-decision
state is used to capture the future costs:

F}n(s?:j:J =E{Vi11(S¢s1) |57}

The approximation of Bellman’s equations in ADP:

vy = min (C’ (SV,x}) + ‘[7;'”’_1 (S?”T))

T
T,

— min (C’ (8T, ™)+ V! (SM"m (S¢, m?))]

i
Ty
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SOLUTION APPROACH

APPROXIMATE DYNAMIC PROGRAMMING

Use a weighted combination of state-features for approximating the value
of a state (i.e., VFA function).

VST = D (¢a(S)7) - ba)

ac A

Where 6, is a weight for each feature a € A, and ¢,(5;) is the value of
the particular feature given the post-decision state S7"".

Assumption: There are specific

characteristics of a post-decision state which
significantly influence its future costs!

| UNIVERSITY OF TWENTE. 0



SOLUTION APPROACH

:‘\ APPROXIMATE DYNAMIC PROGRAMMING

c~ Examples of state-features:

1. Sum of delivery and pickup freights that are not yet released for
transport, per destination (i.e. future freights).

2. Sum of delivery and pickup freights that are released for transport and
whose due-day is not immediate, per destination (i.e., may-go
freights).

3. Binary indicator of a destination having urgent delivery or pickup

‘ freights (i.e., must-visit destination).

:ff"'r“";:‘««‘ : 4. Some power function (e.g., *2) of each state variable (i.e., non-linear
LA components in costs) .

) . UNIVERSITY OF TWENTE. 21



SOLUTION APPROACH

APPROXIMATE DYNAMIC PROGRAMMING

The VFA must be updated after every iteration n with a function UV (*).
Vi (8™ - UV(V 7N (ST5), 8™ o), Yt e T

In our case, the weights are updated through a recursive least squares
method for non-stationary data®:

9” — H-n—l . (Gn-)—l

a )

1. For a comprehensive explanation see Powell (2010) Approximate Dynamic Programming.
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‘}é XXX

\{ PRELIMINARY NUMERICAL RESULTS

I ADP FOR THE DYNAMIC FREIGHT SELECTION IN ROUND-TRIPS

A

‘ Two preliminary experiments:
1. Convergence Test (one freight - 19,323 states )
2. Policy-performance Test (two freights - 8,317,456 states)

Input Parameter Values
Freights arriving per day (F, G) {1,2}
—Probability (p?,p?) {0.8,0.2}
Destinations (D) {1,2,3}
—Probability (p5?,pSP) {0.1,0.8,0.1}
Release-days (R) {0}
—Probability (pfF'®, pi#) {1}
Time-window lengths (K) {0,1,2}
—Probability (pf*, pF*) {0.2,0.3,0.5}
Planning horizon (TMa*) 5
Long-haul capacity (@) 2

UNIVERSITY OF TWENTE. 23
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V( PRELIMINARY NUMERICAL RESULTS

I ADP FOR THE DYNAMIC FREIGHT SELECTION IN ROUND-TRIPS

<

‘ Convergence Test:
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W PRELIMINARY NUMERICAL RESULTS

‘" ADP FOR THE DYNAMIC FREIGHT SELECTION IN ROUND-TRIPS

‘ Policy-performance Test:

6000 10000 -
Markov Model m ADP Algorithm

1 Benchmark Heuristic

5000 WADP Algorithm

I Benchmark Heuristic

4000

Value of a State
Value of a State

\ State 2 State 3 State 4 State 5 State 6 State2  State4  State6  State8 State 10 State 12
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CONCLUSIONS

= “Looking” into future freight consolidation, through a Markov
model, pays off when costs depend on the combination of
destinations and the transport capacity is limited.

= Approximate Dynamic Programming (ADP) is an appropriate
method for solving large Markov models as long as future costs
can be estimated accurately.

= ADP can be used to obtain managerial insights in how
destination-combination costs and time-windows influence overall
performance.

UNIVERSITY OF TWENTE. 26
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