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EMBEDDED AI
DSI SEMINAR BY SEBASTIAN BUNDA MSc

EMBEDDED AI LAB – EEMCS – UNIVERSITY OF TWENTE

Presenter Notes
Presentation Notes
Dear all! Welcome to the first DSI seminar on Embedded AI!




WHO AM I?

• PhD Student @ DMB and CAES
• Subject: Embedded AI

• Background in Electrical Engineering: 2015-2022
• Specialisation Computer Vision & Biometrics @Twente
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Presenter Notes
Presentation Notes
My name is Sebastian Bunda and I am a PhD student associated both the Data Management and Biometrics group and the Computer Architectures and Embedded Systems group.
I started last year on the topic of Embedded AI:
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EMBEDDED AI

Presenter Notes
Presentation Notes
Embedded AI
By the end of this talk, I want you to grasp the basic concepts of Embedded AI and understand that it requires expert knowledge of Artificial Intelligence, Embedded Systems and the Application.



ARTIFICIAL INTELLIGENCE
DEFINITION
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Artificial Intelligence is an umbrella term for various 
computational strategies able to display human-like capabilities 

such as reasoning and learning

Examples: machine learning, robotics and natural language 
processing

Key Concepts

Presenter Notes
Presentation Notes
AI
Let's begin with Artificial Intelligence. I’ve put a general definition on the screen, but what it basically entails is that we are interested in algorithms that can run complex tasks independently. 
For the projects that I am working on, I am mostly interested in machine learning-based Artificial Intelligence, models that learn based on data.



“Hey Google”

MACHINE LEARNING
DEEP LEARNING MODEL
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CAT

Key Concepts

Presenter Notes
Presentation Notes
Image in  Class out: Classification
Audio in  speech out: Recognition

Such a machine learning, or deep learning model specifically, can be seen as a black box that takes data and recognizes in this case a cat. Such a model can also be designed to recognize the phrase “Hey Google” from a speech fragment.




TYPES DEEP NEURAL NETWORKS
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Convolutional
Neural Network

Transformer

Recurrent 
Neural Network

Generative 
Adversarial Networks

e.g. Image Classification

e.g. Natural Language Processing 

e.g. Speech Processing

e.g. Synthetic Face Generation

Key Concepts

Presenter Notes
Presentation Notes
There are many different shapes and forms of a deep neural network that can be applied to a wide range of tasks. Here are some examples.




IMPLEMENTING AI ON EMBEDDED SYSTEMS
CHALLENGES
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General 
Purpose PC

Embedded System

Key Concepts

Presenter Notes
Presentation Notes
Embedded Hardware
Generally speaking, these models are designed on a computer. You can visualize this as follows: If you want to process the black box (model) using your computer you often don’t have to worry about the size and the weight of the model. However, once the model is designed and needs to be deployed in the real world this flexibility is redundant. You can visualize an embedded system as a delivery bike, that is much better at processing/transporting the model in the city centre for example. Unfortunately, now you do have to be careful that the model is not too big or too heavy or it might slow down the delivery bike.



EMBEDDED SYSTEMS
A DEVICE DESIGNED FOR ONE SPECIFIC TASK WITHIN A SYSTEM
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Embedded System

MICROCONTROLLERS

FPGA’S

MICROPROCESSORSKey Concepts

ASIC’S

Presenter Notes
Presentation Notes
Such an embedded system can be a microcontroller (such as the Arduino Nano), a microprocessor (like the Raspberry Pi), an FPGA and ASICs



IMPLEMENTING AI ON EMBEDDED SYSTEMS
COMPARE EMBEDDED SYSTEM WITH PC
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General 
Purpose PC

Embedded System

• Special Purpose Hardware
• Pre-programmed firmware
• Real-time response and efficiency is key
• Little power consumption
• Cheap
• Local data processing

• Generic Hardware
• Programmable by user
• Performance and capacity is key
• High power consumption
• Expensive
• Cloud-based data processing

Key Concepts

Presenter Notes
Presentation Notes
To highlight the differences between an embedded system and a general purpose pc, I made an overview here:
An embedded system is usually considered special-purpose hardware, specifically designed for one goal.
It is usually programmed to do the functionality of this goal and isn’t very flexible to (big) changes. 
The performance of the embedded system is usually measured in efficiency and real-time response
And as such usually requires relatively little power
Usually embedded devices are a lot cheaper than powerful flexible hardware
Finally, running AI algorithms on embedded hardware allows for local data processing. Often the bigger models running on general purpose pc’s handle a lot of cloud storage data processing. Considering the growing importance of privacy, being able to process data locally is a big pro of embedded ai.




APPLICATIONS
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Key Concepts

Personal Healthcare

Predictive Maintenance

Smart Camera’s

Presenter Notes
Presentation Notes
Finally, the combination of the newest AI algorithms and the deployment on embedded systems could allow for new applications such as personal healthcare (think of actual “smart” watches, improving production lines by applying preventive maintenance algorithms that can warn the factories when a machine is close to failure and finally smart cameras that can process video imaging without relying on cloud storage.



EMBEDDED AI
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Embedded AI

Application

AI Algorithms Embedded 
Systems

Key Concepts

Presenter Notes
Presentation Notes
As I said at the beginning of the presentation, Embedded AI is the combination of applying complex AI algorithms on Embedded Systems that allow for new and innovative applications. 

Before I continue my talk on my own research and the projects we are working on within the Embedded AI Lab, I want to ask everyone in this room to whether they think of themselves as Experts on AI, Experts on Embedded Hardware or on Applications that can benefit the synergy between AI and Embedded Systems. By the end of this talk, I will give room to discuss with each other and see how we, by working together can create new technologies. I have printed some cards that everybody can take to visualize your expertise to the others. I want to know what knowledge is available at the University and questions are left unanswered. 
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Data Management & Biometrics
Computer Architectures & Embedded Systems

MY RESEARCH

Presenter Notes
Presentation Notes
Okay, now I shall tell a bit about my own research in the context of Embedded AI. 




AI Model

MODEL DESIGN & PERFORMANCE
• AI model contains 

several different layers
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Convolutional
Layers

Dense Layers

Data Pre-
Processing

Output Post-
Processing

AI Model

Techniques
Efficient Computation

Presenter Notes
Presentation Notes
If we go back to the example of the black box of a model you can visualize the contents of the box to contain the pre-processing of data, the model and the post-processing steps. There are several options to optimize the model for embedded hardware, and I will give some general examples that will work on most embedded platforms. 



AI Model

MODEL DESIGN & PERFORMANCE
• Quantization

• Approximating a 32-bit 
number with an 8-bit 
number

• Can reduce footprint by 
a factor 4
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Convolutional
Layers

Dense Layers

Data Pre-
Processing

Output Post-
Processing
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AI Model

Techniques
Efficient Computation

Presenter Notes
Presentation Notes
One of the options you have is to quantize the layers of the model. What it means is that you are reducing the resolution of the number representation which allows you to store the numbers using less bits, but often also reduce the computational footprint. Multiplying two 8-bit numbers requires much less energy than two 32-bit numbers.



AI Model

MODEL DESIGN & PERFORMANCE
• Pruning

• Removing connections 
in neural network that 
do not contribute

• Like packaging peanuts 
that fill up space
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Convolutional
Layers

Dense Layers

Data Pre-
Processing

Output Post-
Processing

Dense Layers
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AI Model

Techniques
Efficient Computation

Presenter Notes
Presentation Notes
Another option is to evaluate which of parts of the model is contributing to the end result. What you may find is that some of the neurons are hardly contributing. The removal of these neurons is called pruning. Here I visualized them as packaging peanuts. Doing all these tricks makes a lot of space in the box, hopefully without sacrificing performance.



EFFECT OF QUANTIZATION ON FACE 
RECOGNITION
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Face Recognition Dataset 32-bit 8-bit 4-bit 2-bit
Post Training Quantization 98.85% 94.65% 63.15% 51.55%

Quantize Aware Training 98.85% 98.68 ± 1.15% 98.63 ± 0.18% 93.45 ± 0.66%

S. Bunda, L. Spreeuwers and C. Zeinstra, "Sub-byte quantization of Mobile Face Recognition Convolutional Neural
Networks," 2022 International Conference of the Biometrics Special Interest Group (BIOSIG), Darmstadt, Germany, 
2022, pp. 1-5, doi: 10.1109/BIOSIG55365.2022.9897025.Techniques

Efficient Computation

Presenter Notes
Presentation Notes
Here I show my work on quantizing a face recognition neural network. It shows that if you allow the network to finetune considering the quantization, you can even reduce the resolution to 4-bits with a marginal decrease in accuracy.




OPTIMIZING HARDWARE USAGE 

17Techniques
Efficient Computation

Dense Layers
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8-bit Convolution

Beware power 
consumption 
and latency!

Presenter Notes
Presentation Notes
So suppose you have made all this space in the model, you might think that a bigger, larger model might also be worth investigating. However, we have to be careful how this might affect the power consumption and the latency. 



MY RESEARCH
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Design

Implement

Evaluate
Create/Adapt 

Model 
Architecture

Required Measured

Accuracy > 99 % 98%

Latency < 100ms 89ms

Our current research 
and goals

Presenter Notes
Presentation Notes
As you can imagine this optimization loop is quite intensive and can take a lot of time to consider all the options. It is a continuous design cycle of Design, Implement and Evaluate.




HARDWARE CO-DESIGN NEURAL 
ARCHITECTURE SEARCH 

Optimize design by:
• Proposing models that fit within the target hardware memory
• Search for optimal implementation
• Evaluate based on e.g. accuracy, latency and energy
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Our current research 

and goals

Presenter Notes
Presentation Notes
My research is focused on automating this design cycle using Hardware Co-Design Neural Architecture search, which sounds like a mouthful. What it basically means is that I try to optimize AI models creating a search space of models that are able to fit on the target embedded hardware, search for the optimal implementation taking into account how the target processes the data and finally modelling the accuracy, latency and energy consumption based to evaluate the architecture instead of implementing each design.



HARDWARE CO-DESIGN NEURAL 
ARCHITECTURE SEARCH 
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Target Hardware
Abstraction

(A)

Target Hardware
Abstraction

(A)

Target Hardware
Abstraction

(A)

A ϵ S

Evaluation of A

Search Space
S

Search
Strategy

Performance
Estimation

Our current research 
and goals

Presenter Notes
Presentation Notes
Here I visualized how that looks like.
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ACTIVE PROJECTS

Presenter Notes
Presentation Notes
Since this optimization loop is very abstract, I am looking for projects that require optimized embedded AI algorithms to make my optimization loop more applicable. Within the context of the Embedded AI Lab, we are working with several industry partners to aid them in the development of Embedded AI solutions.




SOME ACTIVE PROJECTS
• Image classification optimization using FINN-aware neural architecture

search
• Vision-based object distribution detection using YOLO and Raspberry Pi
• Efficient Transformer Networks by researching 8-bit Arithmetics for

Transformers
• Hardware acceleration for Genetic Selective Sweep Detection using 

modern technologies

22
Our current research 

and goals



OUTLOOK OF EMBEDDED AI
• Expect new efficient AI-acceleration hardware

• AMD Ryzen AI NPU
• Neuromorphic Processors

• Leverage the knowledge of the domain of AI and Embedded 
Systems for Specific Applications

23
Our current research 

and goals

Presenter Notes
Presentation Notes
Considering the future of Embedded AI, I think that in the upcoming years we will see a lot of developments in the AI-Accelerator industry. Every high-profile tech industry is producing their own acceleration platforms (such as AMD with their new Ryzen AI NPUs). Which will be the content of the next Embedded AI Seminar. I also hope that by combining the expertise of Artificial Intelligence and Embedded Systems we can push the boundaries of the current technology here at the University of Twente. 




EMBEDDED AI LAB
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Embedded AI
Lab

Application

AI Algorithms Embedded 
Systems

Mission & Objectives 
Embedded AI Lab

Presenter Notes
Presentation Notes
That brings me to the Embedded AI Lab. This lab is mainly managed by Luuk Spreeuwers, Nikos Alachiotis and myself. We have more members from the CAES and DMB group that participate actively in the Lab.
We aim to stimulate collaborations between experts, create new Embedded AI solutions and build demonstrators to show what is possible.
  



OBJECTIVES EMBEDDED AI LAB
• Objective 1: Create an Embedded AI Community at UT

• Creating new contacts and collaborations within the University of 
Twente

• Objective 2: Inspire using DSI Embedded AI Seminars
• Everyone is welcome to present their work and start discussions

• Objective 3: Stimulate student projects through collaboration and 
teaching

• Co-supervise students on Embedded AI topics
• Teaching the basics through Master course

25Mission & Objectives 
Embedded AI Lab



PLANNING
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Mario Ruiz from AMD on their new 
Neural Processing Units (NPUs)

9th of October

Qing Wang on his research on 
Embedded AI in TU Delft

November

Talk on Neuromorphic Computing

December

Mission & Objectives 
Embedded AI Lab



EMBEDDED AI LAB
• Simulate collaboration on 

the topic of Embedded AI 
within University of Twente 
and with industry

• Develop AI methods to 
achieve State-of-the-Art 
performance with limited 
resources

• Build Demonstrators to show 
applications

27Mission & Objectives 
Embedded AI Lab



SIGN UP FOR NEXT SEMINAR 9TH OF OCTOBER
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QUESTIONS?
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EXTRA SLIDES



ARTIFICIAL INTELLIGENCE
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ARTIFICIAL INTELLIGENCE
A system that is able to display human-like capabilities such as reasoning and learning

MACHINE LEARNING
Algorithms whose performance improves by being exposed to more data

DEEP NEURAL NETWORKS

Natural Language Processing Robotics Automatic Programming

Random Forest

Support Vector Machines

Principle Component Analysis

Decision Trees

Logistic Regression

k-means Clustering

Convolutional
Neural Networks

Transformer
Networks

Recurrent Neural Network

ML algorithm based on multi-layered 
neural networks



TENSORFLOW LITE & TINYML
COMPILATION TOOLING

• tensorflow.org/lite/microcontrollers 
• tinyurl.com/tinyml-book 
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Overview of Available 

Tools



EDGE IMPULSE
DEPLOYMENT TOOLING
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Overview of Available 

Tools

https://edgeimpulse.com/


MICROPYTHON IN OPENMV
DEPLOYMENT TOOLING
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Overview of Available 

Tools

https://openmv.io/pages/download


VITIS AI & FINN
DEPLOYMENT TOOLING
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Overview of Available 

Tools

https://xilinx.github.io/Vitis-AI/3.5/html/index.html
https://xilinx.github.io/finn/

https://xilinx.github.io/Vitis-AI/3.5/html/index.html
https://xilinx.github.io/finn/


STM32CUBE.AI
• Optimize and deploy Deep Neural Networks on STM32 

microcontrollers:
• https://stm32ai.st.com/stm32-cube-ai/
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Overview of Available 

Tools

https://stm32ai.st.com/stm32-cube-ai/
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